


























Programme Specific Objectives:

e Prepare students to become computer professionals with comprehensive knowledge and
skills to produce software for emerging requirement

e Prepare students to become continuous learner with aptitude for teaching and research
with societal focus

e Prepare students who will achieve peer-recognition; as an individual or in a team;

through demonstration of good analytical, design and implementation skills.



Semester-I

Course Code: CA-101 Database Management System Clock Hours: 60
(DBMS) Total Marks: 100

Course Objectives:
1) Introduction to the basic concepts of database management systems, learning to design
databases using ER modelling, and decomposing data based on functional dependencies
2) Understand Relational databases, SQL, Transaction management, Query processing,
concurrency control and recovery system.
3) Describe and discuss selected advanced database topics such as distributed database and
XML and Web data.

Unit-1 | [05] | Max Marks:08

Introduction: Database system application and purpose, Characteristics of DBMS, Database Users,
I-tier, 2-tier and 3-tier architecture of DBMS along with its advantages, Levels of Database
Architecture, Data Models, Data-schemas and instances, Data Independence, Role and
responsibilities of DBA.

Unit-1T | [10] | Max Marks:12

Database Design and E-R Model: Overviews of Database Design, ER Modelling concepts, ER
Diagrams, Reduction to Relational Schemas, Extended ER Features, Alternative notations for
Modelling, Cardinality constraints, Atomic Domains and 1NF, Decomposition using Functional
Dependencies (BCNF, 3NF and 4NF).

Unit-111 | [12] | Max Marks:20

Relational Databases: Structure of Relational Databases, Database Schemas, Keys, Schema
diagrams, Relational Query Languages, Relational Operation. Overview of SQL, SQL Data
Definition, Basic Structure of SQL Queries, Basic Operations, Set Operations, Null Values,
Aggregate Functions, Nested Sub queries, Modification of Databases. Join Expressions, Views,
Transactions, Integrity Constraints, SQL data types and Schemas, Authorization, Accessing SQL
from Programming Languages, Overview of Dynamic SQL and SQL CLI. Functions and
Procedures, Triggers. The relational Algebra fundamental and extended Operations. Tuple and
Domain Relational Calculus.

Unit-1V | [10] | Max Marks:22

Transaction Management and Query Processing: Transaction Concept, Model, Storage Structure,
Atomicity and Durability, Isolation, Levels of Isolation, Overview of Query Processing, Measuring
Query Cost, Selection Operation, Sorting, Join Operation, Other Operations and Evaluation of
Expression. Overview of Query Optimization, Transformation of Relational Expression, Choice of
Evaluation Plan.

Unit-V | [10] | Max Marks:16

Concurrency Control and Recovery System: Lock based Protocol, Timestamp based Protocol,
Validation based Protocol, Deadlock Handling, Failure Classification, Storage, Recovery and
Atomicity, Recovery Algorithms, Buffer Management, Early lock release and logical undo
operations, Remote Backup Systems. Case study: ARIES

Unit-VI | [13] | Max Marks:22

Advanced Topics in Databases: Introduction to Object Databases: Shortcomings of Relational Data
Model, The Conceptual Object Data Model, Objects in SQL:1999 and SQL:2003. Introduction to
XML and Web Data: Semi-structured Data, Overview of XML, XML Data Definitions, XML
Schema, XML Data Manipulation: XQuery, XPath Query Languages: XPath and SQL/XML.




Distributed Databases: Overview, Homogeneous and Heterogeneous Databases, Distributed Data
Storage, Distributed Transactions, Commit Protocols, Concurrency Control, Cloud based Databases.

References:

[1] Michael Kifer, Arthur Bernstein, P.M, Lewis and P.K. Panigrahi (2011), “Database Systems: An
Application Oriented Approach”, Second Edition, Pearson Education, 2011, ISBN:
9788131703748.

[2] C. J Date, A. Kannan and S. Swamynathan (2006), “An Introduction to Database Systems”,
Eighth Edition, Pearson Education, 2006, ISBN:978-81-7758-556-8

[3] Silberschatz, H.F Korth, and S.Sudarshan (2011), “Database System Concepts”, TMH
Publications, Sixth Edition, 2011, ISBN: 978-007-132522-6.

[4] Ramez Elmasri, Shamkant B. Navathe (2011), “Fundamentals of Database Systems” Seventh
Edition, Pearson Education, 2011, ISBN: 978-0-13-397077-7.

Course Qutcome:
After completion of this course students shall be able to-
1. Apply the relational model, specify integrity constraints, and explain how to create a relational
database using an ER diagram and normalization techniques.
2. Apply SQL to create, query and manipulate relational databases.
3. Determine partitioning and distribution of data across networked nodes of a DBMS and data
optimization in a distributed environment,

Course Code: CA-102 Operating Systems Clock Hours: 60
Total Marks: 100

Course Objectives:

1) To get acquainted with the main components of an OS, and study concepts like system calls,
processes management, threads, scheduling, synchronization, deadlocks, memory
management, IO management.

2) To understand the working of an OS as a resource manager, file system manager, process
manager, memory manager and I/O manager and methods used to implement the different

parts of OS
3) To study the need for special purpose operating systems with the advent of new emerging
technologies
Unit-1 | [04] | Max Marks:08

Introduction: review of computer organization, introduction to popular operating systems like UNIX,
Windows, etc., OS structure, system calls, functions of OS, evolution of Oss.

Unit-11 | [03] | Max Marks:06

Computer organization interface: using interrupt handler to pass control between a running program
and OS.

Unit-111 | [08] | Max Marks:12

Concept of a process: states, operations with examples from UNIX (fork, exec), Process scheduling,
interprocess communication (shared memory and message passing), UNIX signals.

Unit-1V | [04] |  Max Marks:06
Threads: multithreaded model, scheduler activations, examples of threaded programs.
Unit-V | [06] | Max Marks:10

Scheduling: multi-programming and time sharing, scheduling algorithms, multiprocessor
scheduling, thread scheduling (examples using POSIX threads).

Unit-VI | [08] | Max Marks:12
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Process synchronization: critical sections, classical two process and n-process solutions, hardware
primitives for synchronization, semaphores, monitors, classical problems in synchronization
(producer-consumer, readers-writer, dining philosophers, etc.).

Unit-VII [06] Max Marks:10
Deadlocks: modelling, characterization, prevention and avoidance, detection and recovery.
Unit-VIII | 107]1] Max Marks:12

Memory management: with and without swapping, paging and segmentation, demand paging, virtual
memory, page replacement algorithms, working set model, implementations from operating systems
such as UNIX. Current Hardware support for paging: e.g., Pentium/ MIPS processor etc.

Unit-IX | [07] | Max Marks:12

Secondary storage and Input/Output: device controllers and device drivers, disks, scheduling
algorithms, file systems, directory structure, device controllers and device drivers, disks, disk space
management, disk scheduling, NFS, RAID, other devices. Operations on them, UNIX FS, UFS
protection and security, NFS

Unit-X | [04] | Max Marks:06

Protection and security: Illustrations of security model of UNIX and other Oss. Examples of
attacks.

Unit-X1I | [03] | Max Marks:06

Epilogue: Pointers to advanced topics (distributed OS, multimedia OS, embedded OS, real-time
0OS, OS for multiprocessor machines).

All above topics shall be illustrated using UNIX as case-studies.

References:
1. 1 Abraham Silberschatz, Peter B. Galvin, Greg Gagne (2009), Operating System Concepts, 8™

Ed., John Wiley ISBN 0-471-69466-5.

2. William Stallings (2014), Operating Systems: Internals and Design Principles. Pearson, 8" Ed.
ISBN-13: 978-0-13-230998-1

3. AS Tanenbaum (2009), Modern Operating Systems, 3™ Ed., Pearson. ISBN: 0135013011
AS Tanenbaum, AS Woodhull (2006), Operating Systems Design and Implementation, 3™ Ed.,
Prentice Hall ISBN-10: 0131429388

5. M. J. Bach (1986), Design of the Unix Operating System, Prentice Hall of India ISBNO. -13-
201757-1 025

Course Qutcome:
After completion of this course, students shall be able to:

1) Analyse design aspects and data structures/policies/algorithms used for file subsystem,
memory subsystem, process subsystem and i/o subsystem of Unix OS.

2) Differentiate between threads and processes and compare different processor scheduling
algorithms

3) Identify the need to create the advance and special purpose operating system.

Course Code: CA-103 Fundamentals of Artificial Clock Hours: 60
Intelligence Total Marks: 100

Course Objectives:
1) Gain a historical perspective of Al and its foundations.
2) Study the concepts of Artificial Intelligence and investigate applications of Al techniques in
intelligent agents
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3) Learn various peculiar search strategies used in Al and use of them in solving problems
using Artificial Intelligence.

Unit-1 | [08] | Max Marks:10

What is AI?: Overview and Historical Perspective, Turing test, Physical Symbol Systems and the
scope of Symbolic AI, Al Agents.

Unit-11 | 106] | Max Marks:10
Uninformed Search: State Space Representation, Depth First Search, Breadth First Search, DFID.
Unit-111 | 108] | Max Marks:12
Informed Search: Best First Search, Hill Climbing, Beam Search, Tabu Search.

Unit-1V | [08] | Max Marks:15
Randomized Search: Simulated Annealing, Genetic Algorithms, Ant Colony Optimization.
Unit-V | [08] | Max Marks:12
Problem Decomposition: Goal Trees, AO* Rule Based Systems, Rete Net.

Unit-VI | [06] | Max Marks:12
Game Playing: Minimax Algorithm, AlphaBeta Algorithm, SSS*.

Unit-VII | [08] | Max Marks:14

Mathematical Logic and Inferences: Propositional Logic, First Order Logic, Soundness and
Completeness, Forward and Backward chaining.

Unit-VIII | [08] | Max Marks:15

Planning: Domains, Forward and Backward Search, Goal Stack Planning, Plan Space Planning,
Graphplan,

References:

1. Deepak Khemani (2013). A First Course in Artificial Intelligence, McGraw Hill Education
(India).

2. Elaine Rich and Kevin Knight (1991). Artificial Intelligence, Tata McGraw Hill.

3. Stuart Russell and Peter Norvig (2009). Artificial Intelligence: A Modern Approach, 3rd Edition,
Prentice Hall.

Course Qutcome:
After completion of this course students shall be able to-
1) Identify problems that are amenable to solution by Al methods.
2) Identify appropriate Al methods to solve a given problem.
3) Design smart system using different informed search / uninformed search or heuristic
approaches.

Course Code: CA-104(A) Computer Programming and Problem Clock Hours: 60
Solving Total Marks: 100

Course Objectives:
1) To introduce the foundations of computing, programming and problem-solving.
2) To develop logical ability for problem-solving.
3) To develop basic programming skills necessary for coding.

Unit-1 | [10] | Max Marks:16

Introduction to problem solving

Problem solving aspect, Designs(top down and bottom up, functional programming, data storage and
manipulations, classic puzzles, general problem solving techniques, expressing using charts,
algorithms, introduction to pseudocode.

Unit-11 | [10] | Max Marks:18

Solving Problems with iterations verses Recursion
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Course Qutcome:

After completion of this course students shall be able to-
1) Design the web applications/sites
2) Apply dynamic paging using AngularJS/JSON/JQurey..
3) Use Javascript/Node.JS to make design and scripting.

Course Code: CA-105(A) Java Programming (Core Java) Clock Hours: 60
Total Marks: 100

Course Objectives:

1. Understand Fundamental concepts of object oriented programming using Java

technology.
2. Javaapplications development using polymorphism, inheritance, interfaces and inner
classes and multi-threading.

3. GUI applications and event driven applications development.
Unit-1 | [08]| Max Marks:5
An Introduction to Java: History of Java, Features of Java ( Java Buzz words), Obtaining Java
Environment, Setting up Java Environment, Structure of the Java Program, Creating a Source
File, Compiling the Source File into a .class file, Executing the Program, The Java Virtual
Machine, Comments, Data types, variables, Keywords, Operators, Control Structures, Arrays
Unit-11 | [08] | Max Marks:10
Introduction to OOPs: OOPs concepts, Predefined classes(String, StringBuffer), type casting,
wrapper classes, Input and Output, User defined class, object creation and initialization, finalize()
method, static fields and methods, this keyword, Access specifier Inner class
Unit-I1T | [10] | Max Marks:20
Inheritance, Polymorphism and interfaces: Dynamic Polymorphism (Method Overloading and
Method Overriding), Static Polymorphism, final keyword, Superclass, Subclass, super keyword,
Abstract classes, Methods with a Variable Number of Parameters, Enumeration Classes,
Interfaces, Reflection
Unit-1V | [10] | Max Marks:20
Multithreading and Exceptions: Creating Thread, Multi-Tasking using Threads, Thread
Synchronization or Thread Safe, Thread Class Methods , Thread Communication, Thread
Properties, ThreadGroup, Thread States (Life-Cycle of a Thread), Exception handling ( try, catch,
finally), throws clause, throw clause, Types of Exceptions(built-in, user defined), Assertions
Unit-V | [14] | Max Marks:25
Graphics Programming and event handling : Introduction to swing and awt, Creating a Frame,
Positioning a Frame, Displaying Information in a Component, Working with 2D Shapes, Color,
Special Fonts for Text, JComponent class Methods, Creating Components in Swing ( PushButton,
Label, JComboBox Class , JList Class, JMenu Class), Layout Manager (Flow Layout, Border
Layout, Card Layout, Grid Layout, GridBag Layout), Basics of Event Handling, Listeners and
Listener Methods, Mouse Events, Keyboard Events, AWT Event Hierarchy
Unit-VI | [10] | Max Marks:20
Streams, Files and JDBC: Input and output stream, Reading and Writing Binary Data, Reading
and Writing text Data, File Management(File Class), The Design of JDBC, JDBC Configuration,
Executing SQL Statements, Query Execution Scrollable and Updatable Result Sets, Row Sets,
Metadata, Transactions, Packages.
References:
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1] Horstman Cay, Cornell Gary, Core JavaTM2, Vol.1&2, Seventh Edition, Pearson education.
2] Herbert Schildt, The Complete Reference, Seventh Edition, Tata McGraw-Hill.

3] Steven Holzner, JAVA 2 Programming Black Book, Wiley India.

4] Ivor Horton, Beginning Java 2, JDK 5 Ed, Wiley India.

Course Qutcome:

After completion of this course students shall be able to -

1. Create Java application development using polymorphism, inheritance, and inner classes.
2. Develop GUI interface and event driven applications.

3. Manipulate databases through java application.

Course Code: CA-105(B) Object Oriented Programming Clock Hours: 60
using C++ Total Marks: 100

Course Objectives:
The objectives of the course are:
1) To familiarize the Object-Oriented Programming (OOP) concepts, such as abstraction,
encapsulation, instances, initializations, polymorphism, overloading, inheritance etc.
2) To write programs to solve problems using generic programming constructs such as
templates and using standard template library.
3) To understand and know the importance of pointers and learn file handling and exception
handling in real-world problems.

Unit-1 [15] Max
Marks:15

Fundamentals:

Object-Oriented Programming (OOP): Need, Object Oriented Programming Paradigm, Benefits
of OOP, C++ as object-oriented programming language.

C++ programming Basics: Data types, Enumerations, Arrays, Strings, Pointers and references,
Control structures.

Functions: Function prototypes, parameter lists and return values, default values, global scoping,
referencing, the ‘const’ keyword, referencing of strings, constant pointers, inline functions, static
functions, function overloading, friend functions.

OOP Concepts: The ‘Struct’ keyword, Functions within structures, Data encapsulation and
classes, ‘this’ pointer, Constructors and Destructors, Overloading constructors, Copy Constructor,
Assignment and Copy Initialization, Methods and their return values, Objects and Memory
requirements, Static Class members, friend class.

Unit-I1 [10] Max
Marks:10

Inheritance:

Base Class and derived Class, access specifiers, Constructor and Destructor in Derived Class,
Virtual destructor, Protected members, Overriding member functions, Public and Private
Inheritance, Multiple Inheritance, Ambiguity in Multiple Inheritance, Composition, Nested
Classes.

Unit-I11 [10] Max
Marks:20

Polymorphism:
Operator Overloading: concept of overloading, Overloading Unary Operators, Overloading
Binary Operators, Data Conversion, Type casting (implicit and explicit), Keywords ‘explicit’ and
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‘mutable’. Pointers- indirect ion Operators, Memory Management: new and delete, Pointers to
Objects. Virtual Functions: concept, pure virtual functions and abstract classes, arrays in
polymorphism, late binding, Function pointers, Debugging Pointers, Dynamic Pointers, smart
pointers.

Unit-1V [10] Max
Marks:20

Files and Streams:

Data hierarchy, Stream Classes, Stream Errors, Disk File I/O with Streams, File Pointers, and
Error Handling in File I/O, File I/O with Member Functions, Overloading the Extraction and
Insertion Operators, memory as a Stream Object, Command-Line Arguments, Printer output.

Unit-V [10] Max
Marks:20

Templates and Exception Handling:

Templates: Function templates, Template specialization, Class templates, Non-type parameters
for templates, template, and inheritance, The typename and export keywords. FException
Handling: Other error handling techniques, Exceptions, Exception handling in C++, rethrowing
an exception, exception specifications, processing unexpected exceptions, stack unwinding,
exception handling in constructors, destructors.

Unit-VI1 [05] Max
Marks:15

Standard Template Library (STL):

Introduction to STL: Containers, algorithms, adaptors, and iterators, Containers: Sequence
container and associative containers, Adapfors: container adapters, iterator adaptors, Algorithms:
basic searching and sorting algorithms, min-max algorithm, set operations, [ferators: input,
output, forward, bidirectional and random access.

References:

1] Robert Lafore, Object-Oriented Programming in C++, fourth edition, Sams Publishing,
ISBN:0672323087.

2] Bjarne Stroustrup, The C++ Programming language, Third edition, Pearson Education ISBN
0-201-88954-4.

3] Meeta Gandhi, Tilak Shetty, RajivShah, Vijay Mukhi’s The ‘C’ Odyssey C++ and Graphics-
The future of C, BPB publications, First Edition

Course Qutcome:

After completion of this course students shall be able to-

1. Understand and use the basic programming constructs of C++ and manipulate various C++
datatypes, such as arrays, strings, and pointers.

2. Manage memory appropriately using proper allocation/deallocation procedures.

3. Write small-scale C++ programs using the above skills.

Course Code: CA LAB-1 | LAB on DBMS | Total Marks: 50

Course Objectives:
1) Provides foundation knowledge in database concepts, technology and practice to prepare
students into expert database application developers.
2) Strong practice in SQL programming through a variety of database problems.
3) Develop database applications using front-end tools and back-end DBMS.

1. Creating database tables and using data types.
* Create table , Modify table, Drop table
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2. Practical Based on Data Manipulation.
» Adding/Modify/Delete data using Insert/ Update/ Delete
3. Practical Based on Implementing the Constraints.
* NULL and NOT NULL, Primary Key Constraint, Foreign Key Constraint
* Unique Constraint, Check Constraint, Default Constraint
4. Practical for Retrieving Data Using following clauses.
* Simple select clause
» Accessing specific data with Where Clause
* Ordered By/ Distinct/Group By Clause
5. Practical Based on Aggregate Functions.
* AVG, COUNT, MAX, MIN, SUM, CUBE
. Practical Based on implementing all String functions.
. Practical Based on implementing Date and Time Functions.
. Practical Based on implementing use of UNION, INTERSECTION, SET DIFFERENCE.
9. Implement Nested Queries & all types of JOIN operation.
10. Practical Based on performing different operations on a view.
11. Practical Based on implementing use of Procedures.
12. Practical Based on implementing use of Triggers
13. Practical Based on implementing Cursor.
14. Demonstrate Database connectivity with front end tools like — VB.NET, C#NET, JAVA etc.
15. Practical based on creating Data Reports.
16 Design entity relationship models for a business problem and develop a normalized database
structure
Course Qutcome:
After completion of this course students shall be able to-
1) Design and implement a database schema for a given problem-domain
2) Create and maintain tables using PL/SQL, Populate and query a database using SQL
DML/DDL commands and programming PL/SQL including stored procedures, stored
functions, cursors, triggers.
3) Application development using PL/SQL & front-end tools.

0 ~J N

Course Code: CA LAB-11 LAB on OS (Linux) Total Marks:
100

Course Objectives:

1) To understand the Installation of Linux system.

2) To understand and make effective use of Linux utilities and shell scripting language to
solve problems.

3) To know basics of system administration tasks, installation, configuration and
administration of internet servers.

1. Demonstration on Installation of Linux system

Direct Installation; Partitioning the Hard drive for Linux, Using Live CD, Virtual Machine, init
and run levels

2. Linux Commands and Shell Programming

Creating Users Accounts and Groups, Starting and Stopping Services, Files and File System (File
Types and Permissions, Links, Size and Space, Date and Time), Working with Files: Reading
Files, Searching for files, Copying, Moving, Renaming, Deleting, Linking, and Editing Files,
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Other Commands: ls, rm, rmdir, pwd, more ,less. grep, sort, cat, head, tail, wc, tee, ps, top, tar,
unzip, nice, kill, netstat, Disk related commands, checking disk free spaces
read command, conditional and looping statements, case statements, parameter passing and
arguments, Shell variables, system shell variables, shell keywords, Shell programs for performing
various tasks (List to be given by the course instructor)
3. System Administration
Managing user accounts-adding & deleting users, changing permissions and ownerships, Creating
and managing groups, modifying group attributes, Temporary disable user’s accounts, creating
and mounting file system, checking and monitoring system performance file security &
Permissions, becoming super user using su; Getting system information Backup and restore files,
reconfiguration hardware with kudzu, installing and removing packages in Linux. X-Windows
administration
4. Installation, Configuration and Administration of Internet Servers

e Simple LAN

e Proxy server(Squid), DNS server(BIND)

e Mail server

e Web server(Apache)

e File server(Samba)

e DHCP server

e SSH server and client
FTP server and client

Course Outcomes:
After completion of this course students shall be able to-
1) Implement the Installation of Linux system.
2) Understand the basic commands of Linux operating system and can write shell scripts.
3) Implement system administration tasks, installation, configuration and administration of
internet servers.

Course Code: LAB on Computer Programming and Total Marks: 50
CA LAB-III(A) Problem Solving(COPS)

Course Objectives:
1) To represent the problems using mechanism like charts.
2) To express logic as an algorithm.
3) To convert logic in programs.

Laboratory Requirements:
OS: Windows/Linux,
Programming Language: Any programming language
Instructions
e All practical assignments must be designed on paper, logic should be demonstrated and
pseudocode is to be written.
e No barrier of programming language for code conversion of the assignments.
e Problems and puzzles in theory are the assignments for the followings.
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Simple exercises and examples to introduce to the computing environment and usage.
Simple exercises and examples of functional programming

Puzzle solving using iterations

Problem solving using recursion

Programming for vectors and multidimensional data

Dynamic memory and problem solving.

Assignments on Solving Problems with code reuse

NNk L=

Course Qutcome:

After completion of this course students shall be able to-
1) Construct logic for the problems.
2) Write algorithms and able to draw logic on paper.
3) Write code for the logic developed.

Course Code: CA LAB-111(B) LAB on Web Designing Total Marks: 50

Course Objectives:
1) To work in web designing using HTML/CSS.
2) To use Bootstrap for designing.
3) To design dynamically using JSON/JQuery/AngularJS.

. Design a website with HTML Form.

. Design a website using CSS 2.1 and CSS3.

. Design a website with HTMLS.

. Design a dynamic web form with validations using JavaScript.
. Design a website with Bootstrap.

. Design a dynamic website with AngularJS.

. Demonstrate the use of jQuery in a website.

. Demonstrate the use of Node.js in a website.

9. Demonstrate the use of JSON in a website.

10. Design a dynamic website using demonstrating the web technologies (HTML, JavaScript,
Bootstrap, Angular JS, JQuery).

0 ~1J N U kWD

Course Qutcome:

After completion of this course students shall be able to-
1) Develop Web site/App.
2) Use Bootstrap/Javascript to make design and scripting.
3) Make Web site dynamic using AngularJS/JSON/JQurey.

Course Code: CA LAB-1V(A) : LAB on Java Programming Total Marks: 50

Course Objectives:

1) Programming using inner classes and inheritance, polymorphism and interfaces

2) Use various swing components and handle several events in the development of GUI
applications

3) Use JDBC and package creation

1] Write a program that demonstrate program structure of java with use of arithmetical and
logical implementation.
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2] Write a program that demonstrate string operations using String and StringBuffer class.
3] Write a program that demonstrate inner class and static fields.

4] Write a program that demonstrate inheritance, polymorphism.

5] Write a program that demonstrate 2D shapes on frames.

6] Write a program that demonstrate color and fonts.

7] Write a program to illustrate use of various swing components.

8] Write a program that demonstrate use of dialog box and menus.

9] Write a program that demonstrate event handling for various types of events.
10] Write a program to illustrate multithreading.

11] Write a program to illustrate exception handling.

12] Write a program to demonstrate use of File class.

13] Write a program that demonstrate JDBC on application.

14] Write a program that demonstrate package creation and use in program.

Course Qutcome:
After completion of this course students shall be able to-
1) Write java programms using inner classes and static fields in implementation of Java

application
2) Develop Java application for GUI development and event handling.
3) Develop database application using JDBC.

Course Code: CA LAB-IV(B) | LAB on C++ Programming | Total Marks: 50

Course Objectives:

1) Apply object-oriented approaches to software problems in C++

2) Apply exception handling techniques to software problems in C++

3) Apply generic programming approaches using templates and efficiently use standard template
library in software development

1. Write program to demonstrate class, use of constructor, constructor overloading and destructor.
2. Write program to demonstrate use of arrays, strings, pointers, constants, and references.
3.Write program to demonstrate use of operator overloading.

4. Write program(s) to demonstrate use of inheritance.

5.Write program to demonstrate use of compile time and runtime polymorphism.

6. Write program to demonstrate use of friend function and friend class.

7. Write program to demonstrate use of virtual class.

8. Write program to demonstrate use of static data member and static member function.

9. Write program to demonstrate file handling.

10. Write program to demonstrate use of function templates.

11. Write program to demonstrate use of class templates.

12. Write program to demonstrate use of exception handling.

13. Write program to demonstrate command line arguments.

14. Write program(s) to demonstrate use of STL.

Course Qutcome:

After completion of this course students shall be able to-

1) Develop logic of a program for solving real time problems and isolate and fix common errors
in C++ programs
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2)

3)

Understand the object-oriented approach for the program development and make use of the

OOP concepts (data abstraction, encapsulation, polymorphism, overloading, and inheritance)
of C++ appropriately in problem solving.
Create applications using the STL library.
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Course Code: CA-202 Mathematical Foundations of Clock Hours: 60
Computer Science Total Marks: 100

Course Objectives:
The objectives of the course are:
1. To build the foundation of computer algorithms using mathematical base.
2. To apply statistical measures on the data and represent it graphically.
3. Torelate practical examples to the probability theory and probability distributions to build
the foundation for machine learning.

Unit-1 | [10] | Max Marks:20

Induction and Recursion: Mathematical Induction, Strong Induction and Well Ordering,
Recursive Algorithms, Program Correctness, The Basics of Counting, The Pigeonhole Principle,
Permutations and Combinations.

Unit-11 | [15] | Max Marks:20

Advance Counting Techniques:

Recursive Relations, The Towers of Hanoi, Merge Sort, Linear Recurrences, Solving Linear
Recurrence Relations, Divide-and-Conquer Recurrences, Divide-and-Conquer Algorithms and
Recurrence Relations, Generating Functions, Inclusion-Exclusion, Applications of Inclusion-
Exclusion.

Unit-111 | [10] | Max Marks:15

Statistics: Population, sample, parameters, and statistics: definition, types, applications, Data
Presentation: Classification of data, Frequency distribution, Cumulative and Relative frequency
distribution, Descriptive Statistics: mean, median, mode, range, quartile deviation, standard
deviation, variance, Graphical statistics

Unit-1V | [10] | Max Marks:15

Probability: Making decisions under uncertainty, Classical definition of Probability, Events and
their Outcomes, Rules of Probability, Probability axioms, Joint and Conditional probability,
independence, and Bayes theorem,

Unit-V | [10] | Max Marks:20

Probability Distributions: Random variables (discrete and continuous), Probability mass
function, Distributions: Binomial, Poisson, Probability density function, Distributions: Uniform,
Exponential, Normal.

Unit-VI | [05] | Max Marks:10

Stochastic Processes: Definitions and classifications of Stochastic Processes, discrete and
continuous Markov models, Chapman-Kolmogorov equation.

References:
1. Kenneth H. Rosen, Discrete Mathematics, and its Applications 6™ Ed, Tata McGraw-Hill

Publishing Company Limited, New Delhi, 2007 ISBN 10: 0070681880

2. Michael Baron (2014) Probability and Statistics for Computer Scientists Second Edition, CRC
press. ISBN: 978-1-4822-1410-9

3. Goon A M., Gupta M.K., Dasgupta. B. (2001), Fundamentals of Statistics, Volume I and 1,
World Press, Calcutta.

4 Ross, S. (2005). Introduction to Probability Models, (6™ Ed. Academic Press). ISBN 978-0-
12-375686-2
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5. Medhi, J. (1994). Stochastic Processes, (2™ Ed. New Age Publisher) ISBN : 978-93-86286-
48-2

Course Qutcome:

After completion of this course students shall be able to-

1. Identify, formulate, and develop solutions to computational challenges.

2. Analyze the behavior of the data, model the data using statistical measures and represent it
graphically on paper without using available computerized tools.

3. Apply mathematical foundations, probability theory in the modeling and design of
computational systems in a way that demonstrates comprehension of the tradeoffs involved
in design choices.

Course Code: CA-203 Data Structures and Algorithms Clock Hours: 60
Total Marks: 100

Course Objectives:
1) To impart the basic concepts of data structures and algorithms
2) Tounderstand basic concepts about array, stacks, queues, linked lists, trees and graphs and
advance topics like AVL Trees, BTrees, B* and B+ Trees
3) To understand concepts about searching, sorting and hashing techniques

Unit-1 | [08] | Max Marks:06

Introduction to Data Structures and Algorithms: Algorithmic Notation: Format Conventions,
Statement and Control Structures. Time and Space Analysis: Data types and Abstract data types,
Types of Data structures; Primitive, Non primitive, Linear and Nonlinear Data structures

Unit-11 | [08] | Max Marks:15

Array: Storage representation, operations and applications (Polynomial addition and
subtraction) Stack: operations and applications (infix, postfix and prefix expression handling),
Queue: operations and applications, Circular Queues: operations and applications, Concept of
Double ended Queue and Priority Queue, Linked representation of stack and queue.

Unit-111 | [10] | Max Marks:12

Linked Lists: Operations and Applications of Linear linked list (Polynomial addition and
subtraction), Circular linked list and Doubly linked list.

Unit-1V | [11] | Max Marks:21

Trees: Binary Trees, Binary Tree: Representations, Operations (insert/delete), Traversal
(inorder, preorder, postorder, level order), Threaded Binary Tree, Search Trees: AVL Tree,
single and double rotations, M-Way Search Tree (definition), B-Trees: insertion and deletion
operation

Unit-V | [11] | Max Marks:18

Graphs and Their Applications: Representation (Matrix/Adjacency) and Traversal (Depth First
Search/Breadth First Search), Spanning Trees, Minimal Spanning Tree (Prim’s and Kruskals’s
algorithm), Shortest Paths and All Pair Shortest Path: Dijkstra’s, Floyd-Warshall Algorithms.

Unit-VI | [12] | Max Marks:18

Hash Table: Hash Function, Collision and its Resolution, Separate Chaining, Open Addressing
(linear probing, quadratic probing, double hashing), Rehashing, Extendible Hashing Searching:
Linear Search and Binary Search (array/binary tree). Sorting: General Background, Sorting
Techniques: Bubble Sort, Insertion Sort, Selection Sort, Quicksort, Mergesort, Heapsort and
Radix Sort.

References:
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1. Tremblay, J. & Sorenson, P.G., (2001), An Introduction to Data Structures with Application,
Mcgraw Hill India, ISBN: 978-0074624715, 0074624717

2. Langsam, Y., Augenstein, M.J. & Tenenbaum A M., (2015), Data Structures using C and C++,
ond Edition, Pearson Education ISBN: 978-9332549319, 9332549311

3. Balagurusamy, E., (2013), Data Structures using C, 1*' Edition, Mcgraw Hill Education, ISBN:
978-1259029547, 1259029549

4. Weiss, M.A_, (2002), Data Structures and Algorithm Analysis in C, 2™ Edition, Pearson India,
ISBN: 978-8177583588, 8177583581

5. Horowitz, E., Sartaj S. & Mehta, D. (2008), Fundamentals of Data Structures in C++,
Universities Press ISBN: 978-8173716065, 8173716064

6. Lafore, R., (2003), Data Structures & Algorithms in Java, 2" Edition, Pearson India, ISBN:
978-8131718124, 8131718123

7. Kruse, R, Tondo, C L., Leung B., & Mogalla S, (2006), Data Structures and Program Design
in C, Pearson India, ISBN: 978-8177584233.

Course Qutcome:
After completion of this course students shall be able to-
1) Understand the concept of Dynamic memory management, data types, algorithms, Big O

notation.
2) Understand data structures such as arrays, linked lists, stacks and queues, graphs, trees and
hash tables.
3) Solve problem involving graphs, trees and apply different sorting and searching
algorithms.
Course Code: CA-204(A) Machine Learning Clock Hours: 60

Total Marks: 100

Course Objectives:
The objectives of the course are:

1) The course gives understanding of fundamentals of Machine Learning such as its types,
applications and other preliminaries.

2) Course gives fair idea about all important techniques of Machine Learning such as
Classification, Regression and Clustering.

3) It also introduces Neural Network model and its applications to Machine Learning and
touching Deep Learning.

Unit-1 | [08] | Max Marks:10

Introduction: Basic definitions, types of learning, hypothesis space and inductive bias, evaluation,
cross-validation

Unit-11 | [08] | Max Marks:15
Regression(Linear, Lasso, Ridge), Decision trees, overfitting

Unit-111 | [09] | Max Marks: 15
Instance based learning, Feature reduction, Collaborative filtering-based recommendation
Unit-1V | [08] | Max Marks: 15
Probability and Bayes learning

Unit-V | [09] | Max Marks:15
Logistic Regression, Support Vector Machine, Kernel function and Kernel SVM

Unit-VI | [09] | Max Marks: 15
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Neural network: Perceptron, multilayer network, backpropagation, introduction to deep neural
network

Unit-VII | [09] | Max Marks: 15
Clustering: k-means, adaptive hierarchical clustering, Gaussian mixture model
References:

1] Tom Mitchell (1997). Machine Learning. First Edition, McGraw- Hill.
2] Ethem Alpaydin (2009). Introduction to Machine Learning Edition 2. The MIT Press.

Course Qutcome:

After completion of this course students shall be able to-

1. Acquire in-depth knowledge of various facets of Machine Learning methods/techniques and
algorithms.

2. Envisage practical application of Machine Learning to Business and Research Computational
problems.

3. Use knowledge of Machine Learning for product/service development.

Course Code: CA-204(B) Digital Image Processing & Clock Hours: 60
Computer Vision Total Marks: 100

Course Objectives:
1) The fundamental knowledge and basic technical competence in the field of Computer
Graphics and Digital Image Processing.
2) Give an in-depth knowledge about 2D and 3D transformation algorithms.
3) Provide awareness about the current technologies and issues specific to Digital Image
Enhancement, Restoration, Segmentation, Color Image Processing, and Morphological
Image Processing.

Unit-I Introduction to Digital Image Processing & Applications| [08] | Max Marks:12

Digital Image Processing. Applications of Digital Image Processing, Fundamental Steps in Digital
Image Processing, Components of an Image Processing System, Image Sensing and Acquisition.
Image Sampling and Quantization. Some Basic Relationships Between Pixels.

Unit-I1 Image Enhancement | [10] | Max Marks:18

Background, Some Basic Gray Level Transformations, Histogram Processing, Enhancement
Using Arithmetic/Logic Operations, Basics of Spatial Filtering, Smoothing Spatial Filters,
Sharpening Spatial Filters, Combining Spatial Enhancement Methods,

Introduction to the Fourier Transform and the Frequency Domain, Smoothing Frequency-
Domain Filters, Sharpening Frequency Domain Filters, Homomorphic Filtering,

Unit-III Color Image Processing | [4] | Max Marks:10

Color Fundamentals, Color Models, Pseudocolor Image Processing, Basics of Full-Color Image
Processing, Color Transformations, Smoothing and Sharpening.

Unit-1V Introduction to computer vision | [10]| Max Marks: 15

Role of Artificial intelligence and image processing in Computer Vision, Industrial Machine
Vision applications, System architecture. Visual Sensors: Camera sensors: RGB, IR, Kinect
sensor, Camera interfaces and video standards, Characteristics of camera sensors commercially
available cameras. Camera Calibration: Interior, exterior calibration and rectification using
Tsai’s Calibration method.

Unit-V Basics of video processing | [10] [Max Marks:15

Stereo — Epi-polar geometry, correspondence, triangulation, Disparity maps, Background
subtraction techniques — frame differencing, Gaussian Mixture Modelling (GMM), Object
localization and processing: Contours, edges, lines, skeletons.
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Unit-VI Object Recognition | 8] Max Marks: 12

Object Modeling, Bayesian Classification, Feature Selection and Boosting, Scene and Object
Discrimination.

Unit-VII Motion and Tracking | [10] | Max Marks: 18

Motion detection and tracking of point features, optical flow, SURF, SIFT. Tracking- Kalman
filter, Particle Filter, Comparison of deterministic and probabilistic methods condensation, tracking
humans, multi-frame reconstruction under affine and perspective projection geometry.

References:

1. R.C.Gonzalez & R E.Woods, Digital Image Processing, Pearson Education, 3rd edition, ISBN.
13:978-0131687288

2. S. Jayaraman Digital Image Processing TMH (McGraw Hill) publication, ISBN-13:978-0-07-
0144798

3. Gonzalez, Woods & Steven, Digital Image Processing using MATLAB, Pearson Education,
ISBN-13:978-0130085191

4. Richard Szeliski, Computer Vision: Algorithms and Applications, Springer-Verlag
London Limited 2011.

5. Computer Vision: A Modern Approach, D. A. Forsyth, J. Ponce, Pearson Education, 2003.

Course Qutcome:

After completion of this course students shall be able to-

1. Develop scientific and strategic approach to solve complex problems in the domain of
Computer Graphics and Digital Image Processing; expose students to Open Source Image
Processing software (OpenCYV or Scilab etc)

2. Demonstrate various algorithms for scan conversion and filling of basic primitives objects and
their comparative analysis and applied 2-D and 3-D geometric transformations, viewing and
clipping on graphical objects.

3. Use the Mathematics for digital image representation, image acquisition, image transformation,
image enhancement and restoration.

Course Code: CA-205(A) | Advanced Java (Technologies) Clock Hours: 60
Total Marks: 100

Course Objectives:
The objectives of the course are:
1) To become familiar with the advanced features of Java Language as generic
programming, collection framework.
2) To understand RMI technology and concept of reusable components using JavaBeans

and EJB.
3) To understand Java Servlets, Java server Pages (JSP) technology and Strut & Hibernate
technology
Unit-1 | [06] | Max Marks:10

Generic programming: Generic Class, Generic Method, Generic Interface; The Collection
framework: Collection Object, Retrieving elements from Collection, HashSet Class,

LinkedHashSet Class, Stack Class, LinkedList Class, ArrayList Class, Vector Class, HashMap
Z




Class , Arrays Class; Object Wrappers and Autoboxing; Distributed Computing: Remote Method
Invocation- Introduction, Architecture, RMI Object services, stub and Skeleton, Steps of
developing an RMI system

Unit-11 | 1101 | Max Marks:10

Java Bean: Concepts, Writing process, Applications, Properties and Events, Property Editors,
Customizer , Persistence; Enterprise JavaBeans: Introduction, Specification, Architecture,
Container, Types, Life cycle, Applications

Unit-I11 | 112] | Max Marks:20

Servlets: Concepts, Architecture, Servlet Container Writing Process, API, Life Cycle, Hierarchy,
ServletConfig, ServletContext, Programming and deployment, Servlet and HTML Form, Session
Management, JDBC ;

Unit-1V | [10] | Max Marks:20

Java Server Pages: Introduction, JSP Containers, Architecture, JSP and Servlets. Life Cycle of
JSP Page, JSP Processing, JSP Application Design with MVC, Setting Up the JSP Environment,
JSP Directives, JSP Action, JSP Implicit Objects, JSP Form Processing, JSP Session and Cookies
Handling, JSP Session Tracking JSP Database Access, JSP Standard Tag Libraries, JSP Custom
Tag, JSP Expression Language, JSP Exception Handling.

Unit-V | [10] | Max Marks:20

MVC: Introduction different types of logic in Java based Web Application, Advantages and
Disadvantages of MVC Architecture, MVC pattern Layer: Model, View and Controller. Strut:
Introduction, Understanding Scopes, Custom Tags, The MVC Design Pattern, Simple Validation,
Processing Business Logic, Basic Struts Tags, Configuring Struts, validation framework.

Unit-VI | 112] | Max Marks:20

Overview of Hibernate, Hibernate Architecture, Hibernate Mapping Types, Hibernate O/R
Mapping, Hibernate Annotation, Hibernate Query Language.

References:

1. Beginning Apache Struts From Novice to Professional, by Arnold Doray by Apress ISBN: 978-
1-59059-604-3

2. Professional Hibernate, by Eric Pugh, Joseph D. Gradecki by Wiley Publishing, Inc., ISBN: 0-
7645-7677-1

4. Gary Cornell and Cay S. Horstmann, "Core Java Vol 1 and Vol 2", Sun Microsystems Press,
Eight Edition.

5. SoumadipGhosh, “Web Technology with Advanced Java”, University Science Press, ISBN:978-
93-80856-78-0.

Course Qutcome:

After completion of this course students shall be able to -

1. Develop applications using advanced features of Java Language, RMI, JavaBeans and EJB.
2. Use Java Servlets, JSP to develop web applications

3. Use Strut and Hibernate in development of dynamic web applications.
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Course Code: CA-205(B) Python Programming Clock Hours: 60
Total Marks: 100

Course Objectives:
1) Introduce to python programming: data types, operators, conditional and logical
statements, control structures, writing user defined functions and file handling.
To introduce to OOP through python, regular expressions, exception handling and GUI
constructs for web.
3) To study advance topics in python viz., lambda functions, functional programming
tools, using and configuring modules etc.

Unit-1 | [12] | Max Marks:15

The Python Programming, Features, Application, Variables, Identifier, Identifier Naming, Data
Types, Comments in Python, Keywords, Literals, Type conversion, Functions, operators and
its types, Order of Operations, Expressions, Scope of Variables, Functions, Defining Functions,
Calling Functions, passing arguments in function, call by reference in python, Types of
Arguments: required arguments, Formal Arguments, Default Arguments, Variable-length
Arguments, Keyword Arguments, Built-in Functions, Decision Making: if statement, If..else
statement, Chained conditionals, Loops: For loop, While loop, Loop control statements: break,
continue, pass, Nested loop, Using else with for loop, Using else with wile loop

Unit-11 | [08] | Max Marks:15

Strings: Creating string, indexing and splitting, accessing values in strings, reassigning strings,
deleting string, Working with the Characters of a String, string operators, string formatting,
Built-in String Methods, Length, The Slice Operator, String Comparison, Lists: Accessing
Elements in list, list length, List Slices, list methods, list slices, List Membership,
Concatenation and Repetition, Objects and References, Aliasing and Copying, Cloning Lists,
list loop, mutability, List Deletion, Objects and References, aliasing and, cloning list, list as
parameters, List Membership, Concatenation and Repetition, Append versus Concatenate
Lists, Tuples: creating Tuple, Tuple indexing and slicing, Deleting Tuple, Tuple operations
and built-in functions, List Vs Tuple, Tuples and Mutability, Tuple Assignment, Tuples as
arguments, Tuples as Return Values.

Unit-111 | [12] | Max Marks:20

Dictionaries, Accessing the dictionary values, Adding dictionary values, Operations on
Dictionary, Dictionary Methods, Built-in Dictionary methods, Iterating Dictionary, Dictionary
Keys, Aliasing and Copying, Opening a file, The close() method, The with statement, Writing
the file, Read file through for loop, Read Lines of the file, Creating a new file, File Pointer
positions, Modifying file pointer position, Removing the file, Creating the new directory,
Changing the current working directory, Deleting directory, The file related methods, Python
Class and Objects, Creating classes in Python, Creating an instance of the class, Python
Constructor, Types of Constructers, Python built-in class functions, Inheritance, Overloading
Methods, Overriding methods, Data Hiding, Search Algorithms, Sorting Algorithms, Hash
Tables

Unit-1V | [08] | Max Marks:15

Regular Expressions, Exceptions, Standard Exceptions, Exceptions Syntax, The try/except/else
Statement, The try/finally Statement, Unified try/except/finally, The raise Statement, The
assert Statement, with/as Context Managers String-Based Exceptions, Class-Based Exceptions,
General raise Statement Forms, Nesting Exception Handlers, Exception Idioms, Exception
Design Tips. Catch All Exceptions, Catch A Specific Exception, Catch Multiple Specific
Exceptions, Clean-up After Exceptions, GUI Programming using TKinter.

Unit-V | [12]| Max Marks:20

Advance Function Topics: Anonymous Function Lambda, Mapping Functions over Sequences:
map, Functional Programming Tools: filter and reduce, List Comprehensions Revisited:
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6. Use git log or git log | less to see a list of changes to the repository.

7. Use git branch to create a new branch and git checkout to switch to the branch.

8. Use git merge to merge you changes to the primary branch.

9. Demonstrate the use of git diff command

Practical’s on Agile

Develop a mini project using any technology. Document the process Agile methodology.

Course Qutcome:

After completion of this course students shall be able to-
1) Use GitHub and make repository using Git.
2) Apply agile software development process.
3) Develop a project using agile methodology.

Course Code: CA Lab-VI | LAB on Data Structures and Algorithms | 7otal Marks: 50

Course Objectives:
1) Solve real-world problems by reasoning about data structure choices, choose
appropriate implementations.
2) To make the students write various programs and ADTS for all data structures.
3) Students will learn to write, debug, and test large programs systematically.

Implementation of programs based on the following
* Arrays
* Multidimensional Arrays, Matrices
« Stacks, Polish Notation
*  Queues
*  Deques
» Linear Linked List, Circular Linked List, Doubly Linked List
* Polynomial Addition/Subtraction
Implementation of programs based on Trees
* Binary Search Tree
* In-order, Pre-order and Post-order Traversals
+ Heap Tree
Implementation of programs based on Graphs
* Depth First Traversal
+ Breadth First Traversal
+ Obtaining Shortest Path (Dijkstra and Floyd-Warshall)
*  Minimum spanning tree (Kruskal and Prim)
Implementation of programs for Hash Table, Searching and Sorting techniques
« Hash Table
« Linear and Binary Search (using array)
» Bubble sort
» Selection sort
+ Insertion sort

+ Radix sort
*  Quick sort
*  Merge sort
* Heap sort

Course Qutcome:
After completion of this course students shall be able to-
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1) Develop solutions for a range of problems using procedure oriented / object-oriented
programming.

2) Choose the appropriate data structure and algorithm design method for a specified
application.

3) Apply practical knowledge on the applications of data structures.

Course Code: CA LAB-VII(A): | LAB on Machine Learning | Total Marks: 50

Course Objectives:
The objectives of the course are:
1. Make use of Data sets in implementing the machine learning algorithms
Implement various ML algorithms for Classification clustering, regression using a
programming language of your choice preferably Python, R-Programming etc.
3. Implement the machine learning concepts and algorithms in any suitable language of
choice.

Implement the Find-S Inductive Learning algorithm.

. Implement the Candidate-Elimination Inductive Learning algorithm.

3. Write a program to implement Decision tree using Python/R/Programming language of
your choice

4. Write program to calculate popular attribute selection measures (ASM) like Information
Gain, Gain Ratio, and Gini Index etc. for decision tree.

5. Implement simple KNN using Euclidean distance in python.

6. Write a program to implement k-Nearest Neighbour algorithm to classify the iris
dataset. Print both correct and wrong predictions. Java/Python ML library classes can
be used for this problem.

7. Write a program to implement the naive Bayesian classifier for a sample training dataset
stored as a .CSV file. Compute the accuracy of the classifier, considering few test data
sets.

8. Write a Program for Confusion Matrix and calculate Precision, Recall, F-Measure.

9. Write program for linear regression and find parameters like Sum of Squared Errors
(SSE), Total Sum of Squares (SST), R% Adjusted R2etc.

10. Implementing Agglomerative Clustering in python

11. Write a Program for Fuzzy c-means clustering in python.

12. Implement the non-parametric Locally Weighted Regression algorithm in order to fit
data points. Select appropriate data set for your experiment and draw graphs.

13. Build an Artificial Neural Network by implementing the Backpropagation algorithm

and test the same using appropriate data sets.

Ny =

References:

1] Tom Mitchell (1997). Machine Learning. First Edition, McGraw- Hill.

2] Ethem Alpaydin (2009). Introduction to Machine Learning Edition 2. The MIT Press.

3] Dipanjan Sarkar, Raghav Bali, and Tushar Sharma, “ Practical Machine Learning with
Python” A Problem-Solver’s Guide to Building Real-World Intelligent Systems, ISBN-13
(pbk): 978-1-4842-3206-4, Apress.

Course Qutcome:

After completion of this course students shall be able to-

1. Understand the implementation procedures for the machine learning algorithms.
2. Design Java/Python programs for various Learning algorithms.
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3. Apply appropriate data sets to the Machine Learning algorithms.
4. Identify and apply Machine Learning algorithms to solve real world problems.

Course Code: CA LAB-VII(B) | LAB On Digital Image Processing Total Marks: 50
and Computer Vision

Course Objectives:
1) The fundamental knowledge and basic technical competence in the field of Computer
Graphics and Digital Image Processing.
2) Give an in-depth knowledge about 2D and 3D transformation algorithms.
3) Provide awareness about the current technologies and issues specific to Digital Image
Enhancement, Restoration, Segmentation, Color Image Processing, and Morphological
Image Processing.

1. Read an 8 bit image and then apply different image enhancement techniques:

(a) Brightness improvement

(b) Brightness reduction

(¢) Thresholding

(d) Negative of an image

(e) Log transformation

(f) Power Law transformation.
2. Read an image, plot its histogram then do histogram equalization. Comment about the
result.
3. (a) Implement Gray level slicing (intensity level slicing) in to read cameraman image.
(b) Read an 8 bit image and to see the eftect of each bit on the image.
(c) Read an image and to extract 8 different planes i.e. ‘bit plane slicing.”
4. Implement various Smoothing spatial filter.
5. Read an image and apply

(1) Gaussian 3x3 mask for burring

(2) High pass filter mask with different masks

(3) Laplacian operator with centre value positive and negative

(4) High boost filtering.
6. Write a program to implement various low pass filters and high pass filter in frequency
domain.
7. Implement and study the effect of Different Mask (Sobel, Prewitt and Roberts)
8. Write a program to implement Object localization and processing: Contours, edges, lines,
skeletons.
9. Write a program to implement feature extraction, Feature Selection, Scene and Object
Discrimination.
10. Write a program to human face tracking from given image.

Course Qutcome:
After completion of this course students shall be able to-
1) Develop scientific and strategic approach to solve complex problems in the domain of
Computer Graphics and Digital Image Processing;
2) Implement various algorithms for scan conversion, filling objects, 2-D and 3-D
geometric transformations, viewing and clipping on graphical objects;
3) Make use of Open Source Image Processing software (Like OpenCYV or Scilab) to
implement image transformation, image enhancement in spatial and frequency domain.
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Course Code: CA LAB-VIII(A) | LAB on Advanced Java (Technologies) | 7otal Marks: 50

Course Objectives:

1) Study Step-by-Step procedure for building the project in java from ground up by using IDE.

2) Develop application using collection framework, RMI technology, JavaBeans and EJB

3) Develop Web Applications using advanced Java technology Servlets , JSP, Strut and Hibernate

1] Write java program(s) that demonstrates generic programming.

2] Write aJava program(s) that demonstrates the use of Collection Classes (Collection framework).
3] Write a Java program(s) that demonstrates the use of RMItechnology.

4] Write a Java program(s) that demonstrates Java Bean.

5] Write a Java program(s) that demonstrates EJB.

6] Write a Java program(s) that demonstrates use of Servlets.

7] Write a Java program(s) that demonstrates use of JSP technology.

8] Implement the dynamic web application(s) to demonstrate use of struts.

9] Implement the dynamic web application(s) to demonstrate use of Hibernate.

Course Qutcome:

After completion of this course students shall be able to-

1) Step-by-Step procedure for building the project from ground up by using IDE.

2) Create dynamic web application to utilize the JavaBeans and EJBs reusable components
3) Create web application using servlets, JSP, Strut and Hibernate technologies.

Course Code: CA Lab-VIII(B) | LAB on Python programming Total Marks: 50

Course Objectives:

1) To acquire programming skills in core Python.
2) To develop the skill of designing Graphical user Interfaces in Python
3) To develop the ability to write file handling, exception handling and modular programming

applications in Python.

Develop programs to understand the control structures of python

Develop programs to learn different types of structures (list, dictionary, tuples) in python
Develop programs to learn concept of functions scoping, recursion and list mutability.

Develop programs to understand object oriented programming using python.

Develop programs for data structure algorithms using python — searching, sorting and hash tables.
Develop programs to learn regular expressions using python.

Demonstrate the concept of exception handling using try/except/else Statement, Unified
try/except/finally, try/finally Statement, raise Statement, assert Statement, catch multiple specific
exceptions

8. Demonstrate the concept of String-Based Exceptions, Class-Based Exceptions and Nesting
Exception handlers.

N ok W =

9. Demonstrate implementation of the Anonymous Function Lambda.

10. Demonstrate implementation functional programming tools such as filter and reduce
11. Demonstrate the Module Creation, Module usage.

12. Demonstrate image insertion in python.

13. Demonstrate use of DataFrame method and use of .csv files.

14. Develop programs to learn GUI programming using Tkinter.
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15. Create a simple web application using Flask.
16. Create Simple Django Framework.
17. Demonstrate Database connectivity using My Sql.

Course Qutcome:
After completion of this course students shall be able to-
1) Demonstrate use and working of various data types, control structures, files, exceptional
handling etc.
2) Create, configure and make use of modules.
3) Develop console based and GUI applications (both procedural/object oriented) to solve
different problems using python programming.
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Semester-111

Course Code: CA-301 Compiler Construction Clock Hours: 60
Total Marks: 100

Course Objectives:
1) To cover the major topics in compiler design with emphasis on solving the problems
encountered in designing a compiler regardless of the source language or the target machine.

Unit-1 | [05] | Max Marks:10

Introduction to Compilation
Compiler Basics, Issues in Compilation, Phases of Compilation: the Analysis — Synthesis Model,
Compiler Construction Tools.

Unit-11 | [06] | Max Marks:15

Designing a Lexical Analyzer

Role of Lexical Analysis, Input Buffering, Specification of Tokens, Recognition of Tokens, Finite
automata, Conversion from regular expression to NFA, Deterministic finite automata, Conversion
from NFA to DFA, Minimization of DFA, Creating Lexical Analyzer with LEX.

Unit-I11 | [15] | Max Marks:30

Designing Syntax Analyzer

Role of Syntax Analyzer, Classification of parsers, Top-Down Parsing: Introduction, Problems in
top-down parsing, Recursive Parsing, Problems in Recursive Procedures, Predictive Parsing, Error
Handling in Predictive Parsers, Bottom Up Parsing: Shift Reduce Parser, Actions of shift reduce
parser, Construction of parse tree, Operator Precedence Parsing, Components of operator precedence
parsers, Parsing action, Construction of operator precedence parsers, Error reporting and recovery in
operator precedence Parsers, Advantages and disadvantages of operator precedence Parsing. LR
Parsing: Simple LR parser, LR (1) parser, LALR parser.

Unit-IV | [10] | Max Marks:15

Intermediate Code Generation
Need For Intermediate Code Generation, Intermediate Forms: Polish Notation, Quadruples, Triples,
Indirect Triples & Blocks.

Unit-V | [10] | Max Marks:15

Code Optimization

Introduction, need for code optimization, Classification of code optimization techniques: Optimization
techniques that work on machine code, Optimization techniques that work on intermediate forms of
source code i.e. Optimization with in Basic Blocks: Folding, Redundant operation elimination,

Optimization with in Loop: Strength Reduction, Dead code elimination, Moving operation within
block out of block.

Unit-VI | [10] | Max Marks:15

Symbol Table Organization

Introduction, Methods of organizing a symbol table: Unsorted, sorted symbol tables, binary search,
hashing, its advantages, disadvantages, Collision, Collision resolution techniques: Rehashing,
Chaining.
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References:

1. Aho AV, R. Sethi and J.D. Ullman. Compiler Principle, Techniques and Tools: Addison Wesley,
ISBN 0-321-48681-1.

2. Barret, Couch. Compiler Construction Theory and Practice: Computer Science series, Asian
Student Ed, ISBN 978-0574213358

3. Dhamdhere D.M. Compiler Construction Principle and Practice: McMillan India, ISBN
9780333904060

4. Gres D. Compiler Construction for Digital Computer: Wiley, ISBN 047132776X.

5. David Galles (2009). Modern Compiler Design: Pearson Education, ISBN 9788131709412

Course Qutcome:
After completion of this course students shall be able to-

1) Understand the basic structure of compiler, concepts and terminology in programming
languages.

2) Explain lexical analysis, finite state techniques, scanner generator, parsing, kinds of parsers,
designing lexical analyzer, scanner and parsers, principal ideas with intermediate code
generation, optimizations.

3) Understanding of all concepts is essential to design compiler in general for programming
languages.

Course Code: CA-302 Design and Analysis of Algorithms Clock Hours: 60
Total Marks: 100

Course Objectives:
1) To understand Basics of algorithms, design techniques and analyze the performance.
2) Tolearn Searching and traversal algorithms for graphs.
3) To understand Nondeterministic algorithms and NP class of problem.

Unit-1 | [06] | Max Marks:08

What Is An Algorithm?, Algorithm Specification, reasons to study algorithms, Pseudocode
Conventions, Recursive Algorithms with iterations and recursion, types of analysis, Asymptotic
Notation, best, average and worst case analysis,

Unit-11 | [06] | Max Marks:12

Tree and Graph Representations, Binary Trees Basics, Heaps And Heap Sort, Sets And Disjoint Set
Union And Find.

Unit-111 | [12] | Max Marks:16

Divide And Conquer: General Method, Binary Search, Finding Maximum and Minimum, Merge
Sort, Quick Sort, Strassen’s Matrix Multiplication.

Unit-1V | [08] | Max Marks:16

Greedy Method: General Method, Optimal Storage on Tapes, Knapsack Problem, Huffman Code,
Minimum-Cost Spanning Trees, Single-Source Shortest Paths.

Unit-V | [08] | Max Marks:14

Dynamic Programming: General Method, All-Pair Shortest Path, Matrix Chain Multiplication,
Longest Common Sub Sequence, 0/1knapsack, Flow Shop Scheduling

Unit-VI | [08] | Max Marks:10

Basic Search and Traversal Techniques: Breadth First Search and Traversal, Depth First Search
And Traversal, Spanning Trees.

Unit-VII | [06] | Max Marks:12
Backtracking: General Method, Constrains, 8-Queens Problem Graph Coloring
Unit-VIII | [06] | Max Marks:12
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NP-Hard and NP-Complete Problems: Basic Concepts, Nondeterministic Algorithms, Polynomial
Time, Polynomial-Time Verification, The Classes NP-Hard and NP-Complete, NP-Completeness and
Reducibility, NP-Completeness Proofs, NP-Complete Problems

References:

5. Horowitz E. and Sahni S. “Fundamentals of computer Algorithms” Galgotia publications.

6. Horowitz E., Sahni S. and Rajshekaran S,Computer Algorithms, Computer Science Press.

7. S. Dasgupta, C. H. Papadimitriou, and U. V. Vazirani(2006), Algorithms. McGraw-Hill
publications. ISBN 9780073523408

8. Cormen, Leiserson and Rivest, Introduction to Algorithms,: Prentice Hall of India ISBN: 978-
81-203-4007-7

Course Qutcome:
After completion of this course students shall be able to-
1) Analyze the asymptotic performance of algorithms and write rigorous correctness proofs for
algorithms.
2) Design and analyze divide-and-conquer, greedy and dynamic-programming based algorithms.
3) Model problems using backtracking, classify nondeterministic polynomial time algorithms.

Course Code: CA-303 High Performance Computing Clock Hours: 60
Paradigms and Applications Total Marks: 100

Course Objectives:
1) Comprehensive and in-depth knowledge of Cloud Computing concepts, technologies,
architecture and applications
2) To expose the students to frontier areas of Cloud Computing and information systems, while
providing sufficient foundations to enable further study and research.

4) To provide knowledge of cloud concepts capabilitics across the various cloud service models which
includes IaaS, PaaS and SaaS; and learn how to use Cloud Services, implementation of
Virtualization, Task Scheduling algorithms.

Unit-1 | [06]| Max Marks:20

Basics of Cloud Computing: Introduction to Distributed Systems, Single System Image, Naming and
Synchronization Communication in DS, Load Balancing, Process Migration, Fault Tolerant Systems.
Introduction to Grid and Cluster Computing.

Unit-11 | [06] | Max Marks:15

Introduction to Cloud Computing: Roots of Cloud Computing, Layers and Types of Clouds,
Features of a Cloud, Cloud Infrastructure Management, Infrastructure as a Service Providers, Platform
as a Service Providers, and Challenges and Opportunities

Unit-111 | [06] | Max Marks:10

Virtualization and Resource Provisioning in Clouds: Introduction and Inspiration, Virtual
Machines (VM), VM Provisioning and Manageability, VM Migration Services, VM Provisioning in
the Cloud Context, and Future Research Directions.

Unit-1V | [10] | Max Marks:10

Cloud Computing Architecture: Cloud Benefits and Challenges, Market-Oriented Cloud
Architecture, SLA-oriented Resource Allocation, Global Cloud Exchange; Emerging Cloud
Platforms, Federation of Clouds

Unit-V | [12]| Max Marks:15

Programming Enterprise Clouds using Aneka: Introduction, Aneka Architecture, Aneka
Deployment, Parallel Programming Models, Thread Programming using Aneka, Task Programming
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using Aneka, and MapReduce Programming using Aneka, Parallel Algorithms, Parallel Data mining,
Parallel Mandelbrot.

Unit-VI | [12] | Max Marks:15

Advanced Topics and Cloud Applications: Integration of Private and Public Clouds, Cloud Best
Practices, GrepTheWeb on Amazon Cloud, ECG Data Analysis on Cloud using Aneka, Hosting
Massively Multiplayer Games on Cloud.

Unit-VII | [08] | Max Marks:15
Practical Related Topics: Topics related to Practical hands on will be added later on.
Unit-1 | [06] | Max Marks:20

Basics of Cloud Computing: Introduction to Distributed Systems, Single System Image, Naming and
Synchronization Communication in DS, Load Balancing, Process Migration, Fault Tolerant Systems.
Introduction to Grid and Cluster Computing.

References
1.

A. S Tanenbaum and M. V. Steen(2007), Distributed Systems: Principles and Paradigms, Second
Edition, Pearson Prentice Hall Publication, 2007, ISBN:0-13-239227-5

Rajkumar Buyya, Christian Vecchiola, and Thamarai Selvi(2013), Mastering Cloud Computing,
Tata McGraw Hill, New Delhi, India, 2013 ISBN-13: 978-1-25-902995-0

Rajkumar Buyya, James Broberg , Andrzej M. Goscinski(2011), Cloud Computing: Principles and
Paradigms, Wiley India Publication, 2011, ISBN: 978-0-470-88799-8

Toby Velte, Anthony Velte, Robert Elsenpeter (2009), Cloud Computing: A Practical Approach,
Tata McGraw Hill Publication,2009, ISBN 0071626948 / 9780071626941

Barrie Sosinsky (2011), Cloud Computing Bible, Wiley Publishing India Pvt Ltd.,2011, ISBN:
978-0-470-90356-8

Course Qutcome:
After completion of this course students shall be able to-

1) Analyze the Cloud computing setup with its vulnerabilities and applications using different
architectures.

2) Design suitable Virtualization concept, Cloud Resource Management.

3) Assess cloud Storage systems and Cloud security, the risks involved, its impact and develop
cloud application.

Course Code: CA-304(A) Natural Language Processing Clock Hours: 60
Total Marks: 100

Course Objectives:
1) The prime objective of this course is to introduce the students to the field of Language
Computing and its applications ranging from classical era to modern context.
2) Course also aims to provide understanding of various NLP tasks and NLP abstractions such
as Morphological analysis, POS tagging, concept of syntactic parsing, semantic analysis etc.
3) Course provide knowledge of different approaches/algorithms for carrying out NLP tasks; it
also discusses concepts of Language grammar and grammar representation in Computational
Linguistics.

Unit-1 | [08] | Max Marks:12

Introduction to NLP, brief history, NLP applications: Speech to Text(STT), Text to Speech(TTS),
Story Understanding, NL Generation, QA system, Machine Translation, Text Summarization, Text
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http://www.nptelvideos.in/2012/11/natural-language-processing.html
https://www.youtube.com/playlist?list=PL6397E4B26D00A269

Unsupervised Learning, Clustering Data with K-Means Algorithm, Estimating Number of Clusters
with the Mean Shift Algorithm, Estimating Quality of Clustering with Silhouette Scores, Gaussian
Matrix Models, Finding Subgroups in Stock Market Using the Affinity, Propagation Model,
Segmenting the Market based on Shopping Patterns.

Unit-VII | [05] | Max Marks:08

Building Recommender Systems

Extracting the nearest Neighbors, Building K-Nearest Neighbors Classifier, Commuting Similarity
Scores, Finding Similar Users Using Collaborative Filtering, Case Study: Building Movie
Recommender System.

Unit-VIII | [07] | Max Marks:10

Al on Cloud
Why are Companies migrating to Cloud?, Top Cloud Providers, Amazon Web Services (AWS),
Microsoft Azure, Google Cloud Platform (GCP).

Unit-IX | [05] | Max Marks:08

Building Speech Recognizer

Working with speech signals, Visualizing audio signals, Transforming audio signals into frequency
domain, Generating audio signals, Synthesizing tones to generate music, Extracting speech features,
Recognizing spoken words.

Unit-X | [06] | Max Marks:08

Building NLP Tools

Installations of NLP packages, Tokenizing text data, Stemming, Lemmatization, Dividing text into
chunks, Bag of words model, Building category predictor, Constructing gender Identifier, Building
sentiment Analyzer.

Unit-XI | [04] | Max Marks:08
Chatbots

Chatbots today, Concepts, A well-architected chatbot, Platforms, Creating a chatbot,

Unit-XI1 | [04] | Max Marks:08
Al and Big Data

Crawling, Indexing, Ranking, Worldwide datacenters, Distributed lookups, Custom softwares, The
three V’s of Big data, Big data and machine Learning - Apache Hadoop, Apache Spark, Apache
Impala, NoSQL databases - Apache Cassandra, MangoDB, Redis, Neo4j.

References:

1] Python Machine Learning, Sebastian Raschka, Vahid Mirjalili, Packt Publishing, ISBN: 978-1-
78995-575-0

2] AI Crash Course, Hadelin de Ponteves, Packt Publishing, ISBN: 978-1-83864-535-9

3] Artificial Intelligence with Python, Prateek Joshi, Packt Publishing, Packt Publishing, ISBN:
9781786464392

Course Qutcome:

After completion of this course students shall be able to-

1) Develop practical Al applications with solid understanding of many new Al techniques.
2) Implement more complex Al algorithms using Python.

3) Use Al algorithms to create new real world Al applications.

Course Code: CA-304(C) Data Analytics Clock Hours: 60
Total Marks: 100

Course Objectives:
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1)

2)

3)

This course will cover fundamental algorithms/techniques used in data analytics and will
provide exposure to theory as well as practical systems and software used in data analytics.
The statistical foundations will be covered first, followed by various machine learning and
data mining algorithms.

3. Technological aspects like data management (Hadoop), scalable computation (MapReduce)
and visualization will also be covered. In summary, this course

Unit-1

| [10] | Max Marks:08

Data Definitions and Analysis Techniques

¢ Elements, Variables, and Data categorization

e Levels of Measurement

¢ Data management and indexing

e Introduction to statistical learning and R-Programming

Unit-1T | [10] | Max Marks:10

Descriptive Statistics

e Measures of central tendency
e Measures of location of dispersions
e Practice and analysis with R

Unit-111 | [13] | Max Marks:15

Basic analysis techniques

o Statistical hypothesis generation and testing
e Chi-Square test

o t-Test

¢ Analysis of variance

e Correlation analysis

e Maximum likelihood test

e Practice and analysis with R

Unit-1V | [15] | Max Marks:17

Data analysis techniques

¢ Regression analysis

o Classification techniques

e Clustering

¢ Association rules analysis

e Practice and analysis with R

Unit-V

| [12] | Max Marks:10

Case studies and projects

e Understanding business scenarios

¢ Feature engineering and visualization

e Scalable and parallel computing with Hadoop and Map-Reduce
e Sensitivity Analysis

References:

1)

2)

3)

Probability & Statistics for Engineers & Scientists (9th Edn.), Ronald E. Walpole, Raymond
H. Myers, Sharon L. Myers and Keying Ye, Prentice Hall Inc.

The Elements of Statistical Learning, Data Mining, Inference, and Prediction (2nd Edn.),
Trevor Hastie Robert Tibshirani Jerome Friedman, Springer, 2014

An Introduction to Statistical Learning: with Applications in R, G James, D. Witten, T
Hastie, and R. Tibshirani, Springer, 2013
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4) Software for Data Analysis: Programming with R (Statistics and Computing), John M.
Chambers, Springer

5) Mining Massive Data Sets, A. Rajaraman and J. Ullman, Cambridge University Press, 2012

6) Advances in Complex Data Modeling and Computational Methods in Statistics, Anna Maria
Paganoni and Piercesare Secchi, Springer, 2013

7) Data Mining and Analysis, Mohammed J. Zaki, Wagner Meira, Cambridge, 2012

8) Hadoop: The Definitive Guide (2nd Edn.) by Tom White, O'Reilly, 2014

9) MapReduce Design Patterns: Building Effective Algorithms and Analytics for Hadoop and
Other Systems, Donald Miner, Adam Shook, O'Reilly, 2014

10) Beginning R: The Statistical Programming Language, Mark Gardener, Wiley, 2013

Course Qutcome:
After completion of this course students shall be able to-
1) Find a meaningful pattern in data; graphically interpret data.
2) Implement the analytic algorithms.
3) Handle large scale analytics projects from various domains;, Develop intelligent decision
support systems.

Course Code: CA-305(A) Mobile Application Development Clock Hours: 60
(Android Programming) Total Marks: 100

Course Objectives:
1) Understand basics of mobile application development and get introduced Android platform
and its architecture.
2) To learn activity creation and Android Ul designing.
3) To be familiarized with Intent, Broadcast receivers and Internet services, SQLite Database
and content providers; to integrate multimedia, camera and Location based services in
Android Application.

Unit- I | [05] | Max Marks:08

Mobile Application Development: Introduction to handheld devices (Palm, Pocket Pc, Symbian
OS smart phones, MS windows based smart phones, BlackBerry, iphone etc.), features of handheld
devices, Device Applications Vs Desktop application, overview of application development
platforms (OS-Palm OS, Symbian, BlackBerry, Windows CE, OS for iphone, Android),
Programming Languages (C/C++, JAVA), IDE tools. Comparison of Android with other Mobile OS.
Comparative study of all versions of Android.

[Note: The unit is to be thought with respect to current scenario of Mobile Development hence above
contents may change]

Unit-11 | [06] | Max Marks:16

Hello, Android and Installations: Background, What is android and what isn’t, Open Mobile
Development Platform, Native Android Applications, Android SDK Features, Introducing the Open
Handset Alliance, What Does Android Run On? Why Develop for Android?, Introducing the
Development Framework. What Comes in the Box, Developing for Android, Developing for Mobile
Devices, Android Development Tools as per current version, Installations, Emulator.

Unit-111 [16] | Max Marks:24

Creating Applications, activities and User Interfaces: What Makes an Android Application?,
Introducing the Application Manifest. Using the Manifest Editor, The Android Application Life
Cycle. Application Priority and Process States. Externalizing Resources. A Closer Look at Android






https://developer.android.com/index.html

Course Code: CA-305(B) Microsoft .Net Technologies Clock Hours: 60
Total Marks: 100

Course Objectives:
1) Tolearn .Net Framework and creating ASP Net web applications using standard .net controls.
2) Develop database applications using ADO .Net and Connecting to data sources and managing
them.
3) Develop a data driven web application.
4) Use Web Services and develop simple and complex applications using .Net framework
5) Maintain session and controls related information for user used in multi-user web applications

Unit-1 | [05] | Max Marks:08

Desktop Computing vs. Internet Computing, Internet computing infrastructure, Client side scripting
vs. Server Side Scripting technologies, Web Server basics and configuration: IIS, Apache etc., Web
site hosting basics, Web Publishing, HTML, introduction to NET framework, Features of NET
framework: CTS,CLS,CLR.

Unit-11 | [10] | Max Marks:10

NET technologies,languages’ C# NET,VB.NET, basics of ASP.NET page framework, Visual studio
NET IDE, Page Life Cycle, PostBack, Viewstate, Page directives, ASP.Net page execution cycle,
HTTP Pipeline, HTTP Application, HTTP Request, HTTP Response classes, HTTP Modules and
HTTP Handlers, State Management, Role of Global.asax, Application configuration using
web.config file

Unit-111 | [12] | Max Marks:20

ASP.NET Control hierarchy, HTML Server Controls, Web Server Controls, User and Server
controls, Validation Controls, List bound controls:dropdown lists, list boxes, Repeater, DataL.ist,
Data Grid, DataGridView, FormsView controls, Data binding to List Bound Controls, Templating
and Styling of ASP NET server controls

Unit-1V | [10] | Max Marks:22

Web Page Designing principles, CSS anatomy, Anatomy of Master Pages, nesting master pages, Site
map file, Web site Navigation controls, properties: TreeView, Sitemap Path, Menu, Other Navigation
methods: Response Redirect(), Server. Transfer().

Unit-V | [10] | Max Marks:15

Personalization through Profiles, Themes/Skins, Web Site security basics: authentication
modes: Windows,Forms,passport, authorization, roles/Membership, access rules, login controls,Web
services: working, anatomy, hosting

Unit-VI | [13] | Max Marks:25

Database technology: ADO.NET, Anatomy/architecture of ADO.NET, working with Connection,
Command, Data Adaptor, DataReader, DataSet, DataTable objects, Editing data in Data Tables,
concurrency control. Introduction to MVC, Data Reports

References:

1. Richard Anderson, Brian Francis, Alex Homer, Rob Howard, David Sussman, Karli
Watson(2002), Professional ASP.NET 1.0, Special Edition, Wrox Press Ltd., 2002, ISBN 1-
861007-0-3-5.

2. Chris Hart, John Kauffman, Dave Sussman, and Chris Ullman(2006), Beginning ASP.NET 2.0,
Wiley Publishing, Inc., 2006, ISBN-13: 978-0-7645-8850-1, ISBN-10: 0-7645-8850-8.

3. Beginning ASP.NET 4: in C# and VB, Imar Spaanjaars, Wiley Publishing, Inc 2010., ISBN:
978-0-470-50221-1

4. Bill Evjen, Scott Hanselman, Devin Rader (2008), Professional ASP NET 3.5 in C# and VB,
Wiley Publishing Inc.,2008 ISBN:978-0-470-18757-9.
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5. Dino Esposito (2008), Programming Microsoft ASP.NET 3.5, Second Edition, Microsoft Press,
2008, ISBN-10: 0735625271, ISBN-13: 978-0735625273
Auxiliary Resources:
a. Website URLs_
https://www.asp.net/
http://asp.net-tutorials.com/
b. Video Links
1. https://www.asp.net/web-forms/videos
2. https://www.youtube.com/playlist?list=PL6n9thu94yhXQS pli-
HLIftB9Y7Vnxlo&feature=view all

Course Qutcome:

After completion of this course students shall be able to-

1. Design Web applications / Website using ASP.NET.

2. Use ASP.NET controls in web applications

3. Debug and deploy ASP.NET web applications.

4. Create database driven ASP NET web applications and web services.

Course Code: CA-305(C) Ruby on Rails Clock Hours: 60
Total Marks: 100

Course Objectives:

Unit-1 | [08] | Max Marks:12

Version control: Github, Branching Strategies

Ruby Installation and Basics: Ruby/Rails Installation, Introduction to Ruby, Ruby naming
convention, Interactive Ruby (IRB) & “ri” (Ruby Interactive) command-line tools, Ruby object, Ruby
types: String, Hash, Symbol, Ruby class, Inheritance, Ways of creating Ruby object, Ruby methods,
Methods Basics, Methods Advanced: Arguments, Visibility, Method with a! (bang), Modules, Control
structures, Exception handling, Ruby operators, Regular expression

Unit-11 | [10] | Max Marks:15

Ruby core: Basics of block, How does a block look like? Block passing and execution, Proc, &
(Ampersand), lambda, Closure, What is and Why Meta-programming?, Ruby language characteristics
(that make it a great metaprogramming language), Object#respond to?, Object#send, Dynamic typing
(and Duck typing), missing method, define method

Unit-111 | [04] | Max Marks:06
Ruby I/0: File I/0O, File inquiries, Directories, Navigation through Directories
Unit-1V | [10] | Max Marks:15

Ruby Advanced: Ruby OOPs concepts, Database Access, Web Application without framework,
Sending email, Ruby - XML, XSLT and XPath

Unit-V | [10] | Max Marks:15

Ruby Advanced: Ruby TK (GUI for Ruby), Ruby — Multithreading Built in Functions, Variables,
Constants, Ruby associated tools, Ruby - XML, XSLT and XPath

Unit-VI | [18] | Max Marks:27

Rails Basics: What is and Why Ruby on Rails? Building HelloWorld Rails application step by step,
App directory structure (MVC), Environment, Rake, Gems, Generators, Migration, Console, Bundle,
scaffolding, ORM (ActiveRecord), Action controller basics, Action Views, Helpers, Authentication.
Application: Rails Associations, JSON, APIs, and Oauth, Debugging Rails Application, Action
Mailer, Rails Command lines/rails console, Securing Rails Application, Active Support, Rails
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https://www.asp.net/
http://asp.net-tutorials.com/
http://asp.net-tutorials.com/
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https://www.youtube.com/playlist?list=PL6n9fhu94yhXQS_p1i-HLIftB9Y7Vnxlo&feature=view_all
https://www.youtube.com/playlist?list=PL6n9fhu94yhXQS_p1i-HLIftB9Y7Vnxlo&feature=view_all
https://www.youtube.com/playlist?list=PL6n9fhu94yhXQS_p1i-HLIftB9Y7Vnxlo&feature=view_all

Internationalization
Unit Test: Rspec
Deployment: Heroku deployment

References:

1. Yukihiro Matsumoto (2008), The Ruby Programming Language, Shroft; First edition, 2008, ISBN-
10: 8184044925, ISBN-13: 978-8184044928

2. Michael Fitzgerald, Learning Ruby, Published by O’Reilly Media, Inc., May 2007,  ISBN-10:
8184043341, ISBN-13: 978-8184043341

3. Rails AntiPatterns, Wesley Professional Ruby Series, 1st edition, 2010, ISBN-10: 0321604814,
ISBN-13: 978-0321604811

4. Adam Gamble, Cloves Carneiro, Jr. Rida Al Barazi (2007), Beginning Rails4, Apress, 3rd edition,
2013 ISBN-13 (pbk): 978-1-4302-6034-9] ISBN-13 (electronic): 978-1-4302-6035-6

Course Qutcome:
After completion of this course students shall be able to-

1) Understand Ruby Programming language with lexical and syntactic structure of Ruby
programs, Datatypes and Objects, Expressions and Operators, Statements and Control
Structures, Methods, procs, lambdas, and closures, Classes and modules, Reflection and
Metaprogramming.

2) Use the Ruby TK (GUI for Ruby).

3) Design web applications using Rails framework.

Course Code: CA Lab-1X LAB on Design and Analysis of Total Marks: 50
Algorithms

Course Objectives:
1) To convert the algorithms to code, measure the complexities at run time and modify the
algorithms for efficiency.
2) To debug and test the programs.
3) To conclude using profile of outcomes.

Laboratory Requirements:

OS: Windows/Linux,

Programming Language: C++/Java/C#

8. Write a program for creating max./min. heap using INSERT.

9. Write a program for creating max./min. heap using ADJUST/HEAPIFY.

10. Write a program to implement union and find operation.

11. Write a program to find minimum and maximum form a given array.

12. Write a program for searching element form given array using binary search for n=1000,2000,3000
find exact time of execution.

13. Write a program for sorting given array in ascending/descending order with n=1000,2000,3000
find exact time of execution using

e Heap sort
e Merge sort
e  Quick sort

14. Write a program for matrix multiplication using Strassen’s matrix multiplication.

15. Write a program to find solution of Knapsack instant.

16. Write a program to find shortest path using single source shortest path.

17. Write a program to find Minimum-Cost Spanning Trees (Prim’s & Kruskal’s Algorithm).
18. Write a program to find shortest path using all pair path.

19. Write a program to find longest common subsequence.
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20. Write a program to implement breadth first and depth first search.
21. Write a program to implement breadth first and depth first traversal.
22. Write a program to find all solutions for 8-queen problem using backtracking.

Course Qutcome:
After completion of this course students shall be able to-
1) Construct logic for the algorithms designed using designing techniques.
2) Posterior analysis of the algorithms.
3) Debug, test and profile the algorithms, modify to improve performance of the algorithms.

Course Code: CA LAB-X Lab on High Performance Computing Total Marks: 50
Paradigms and Applications

Course Objectives:
1) Study configurations of cloud infrastructure.
2) Analyze and monitor the cloud.
3) Handle and backup real time warehouse data.

1. Study and do the Configuration of CLoudSim. Also execute & check the performance of existing
algorithms.
2. Install a Cloud Analyst and Integrate with Eclipse/Netbeans. Monitor the performance of an
Existing Algorithms.
3. Modify or propose a new load balancing algorithm compatible with Cloud Analyst.
4. Integrating GoogleApp Engine API’s in Eclipse and develop an application in Java/Python on
the top of Google Cloud.
5. Make the registration groupwise on Google and register your application by using google
application-ID
. Creating a Warehouse Application in SalesForce.com.
. Creating an Application in SalesForce.com using Apex programming Language.
. Implementation of SOAP Web services in C#JAVA Applications.
. Implementation of Para-Virtualization using VM Ware‘s Workstation/ Oracle‘s Virtual Box and
Guest O.S.
10. Installation and Configuration of Hadoop.
11. Create an application (Ex: Word Count) using Hadoop Map/Reduce.
12. Case Study: PAAS(Facebook, Google App Engine)
13. Case Study: Amazon Web Services.

O 0~ O

Course Qutcome:

After completion of this course students shall be able to-
1) Configure cloud infrastructure.
2) Monitor load on cloud, balance load by analyzing.
3) Work with real time cloud solutions.

Course Code: CA LAB XI(A) Lab on Natural Language Total Marks: 50
Processing

Course Objectives:

The objectives of the course are:

1) Course provides knowledge of installation and use of NLTK in python.

2) Course provides knowledge of implementation of text files processing operations and Regular
Expressions in NLP
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3) Course provide knowledge of implementation of dependency parser, porter stemmer, Morphology,
PoS Tagging

1. Install NLTK and perform basic preprocessing steps of NLP like tokenization, stemming,
lemmatization, chunking etc using NLTK in python.

2. Write a program to perform text files statistical operation like count number of lines in files,
number of words in file.

3. Working with PDF files in Python like Extracting text from PDF, Rotating PDF pages, Merging
PDFs, Splitting PDF, Adding watermark to PDF pages

4. Write program to count number of articles (a, an, the) in file.

5. Write a program to perform tokenization and filtering stopwords in file.

6. Write a program which makes use of basics in regular expressions like /a*/, /a+/, /a? /, /["A-
7]/, /]"Ss]/, etc.

7. Write a program for minimum edit distance algorithm.

8 Write a program for Understanding the morphology of a Marathi word. Take one or two
suffixes of Marathi language and show the inflection on Gender, Number, Person, and Case.

9. Write a program to demonstrate use of porter stemmer in python.

10. Write a program to demonstrate use of dependency parser.

11. Write a program to demonstrate use of NP and VP chunker.

12. Write a program for Tagging Sentences which takes input as sentence and performs PoS
Tagging.

13. Write a program for bigram formation from given list.

References:

1] Indurkhya, N., &Damerau, F. J. (2010), Handbook of Natural Language Processing, 2nd Edition.
New York: CRC Press Taylor and Francis Group, Boca Raton London, New York. ISBN-10:
1420085921, ISBN-13: 978-1420085921

2] Martin, J. H., &Jurafsky, D.(2013), Speech and Language Processing, Pearson Education India; 2
edition, ISBN-10: 9332518416, ISBN-13: 978-9332518414

3] Steven Bird, Edward Loper (2016),Natural Language Processing With Python, Ed. 2, O'Reilly
Media ISBN 1491913428, 9781491913420

Course Qutcome:
After completion of this course students shall be able to-
1. idea about installation and use of NLTK in python.
2. understanding of implementation of text files procesing operation and Regular Expressions in
NLP
3. Knowledge of implementation of dependency parser, porter stemmer, Morphology, PoS
Tagging and other NLP applications

Course Code: CA LAB-XI (B) | LAB on Al Practice using Python |  Total Marks: 50

Course Objectives:
1) To explore most common artificial intelligence (AI) use cases.
2) To implement various new artificial intelligence techniques.
3) To create real-world Al application/s using above Al technique/s.

1. Installation of Python on Windows/Ubantu, Installing Packages, Loading data.

2. Data Preparation using techniques like Data Cleansing, Filtration, Aggregation etc

3. Handling missing values, Feature Scaling, Inconsistent values in the given dataset.

4. Feature selection using techniques like univariate selection correlation heatmaps, Wrapper-based
methods, Filter-based methods.
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5. Feature engineering using techniques like Outlier management, One-hot encoding, Log transform.
6. Implement Logistic regression classifier.

7. Implement Naive Bayes classifier.

8. Use confusion matrixes to describe performance of a classifier.

9. Implement classifier using Support Vector Machines.

10. Build a decision tree classifier and evaluate performance of a classifier by printing classification
report.

11. Build random forest and extremely random forest classifiers and analyze the output.

12. Implement K-Means algorithm for clustering.

13. Build K-nearest classifier

14. Visualizing audio signals.

15. Transform audio signals to the frequency domain.

16. Generate audio signals.

17. Installation of NLTK and tokenizing text data.

18. Converting words to their base forms using stemming, lemmatization.

19. Extracting the frequency of terms using Bag of Words model.

Course Qutcome:

After completion of this course students shall be able to-
1) Use most common artificial intelligence (AI) use cases in developing Al applications.
2) Apply various new artificial intelligence techniques in developing Al applications.
3) Create real-world Al application/s using above Al technique/s.

Course Code: CA LAB-XI(C) | Lab on Data Analytics | Total Marks: 50

Course Objectives:
1) Learn Data Science concepts of R and functioning of R
2) Understand Exploratory Data Analytics
3) Learn to program various analysis techniques

1. Write program for Creating and Manipulating R Objects in R — Vectors, Matrices, Arrays, Data
Frames and Lists.

2. Write program to demonstrate Loops & Vectorization Missing Values.

3. Demonstrate Importing and exporting data.

4. Write program for Validating & Exploring Data Manipulations (Summarizing, Sorting, Sub-
setting, Merging, joining)

5. Write program to implement the following analysis techniques using R

o Statistical hypothesis generation and testing

Chi-Square test

t-Test

Analysis of variance

Correlation analysis

Maximum likelihood test

Regression analysis

Classification techniques

Clustering

e Association rules analysis

Course Qutcome:
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After completion of this course students shall be able to-
1) Develop code using R programming constructs.
2) Manipulate data using R.
3) Write code for various data analysis techniques.

Course Code: CA LAB-XII(A) | LAB on Android Programming | Total Marks: 50

Course Objectives:
1) To gain knowledge of installing Android Studio and Cross Platform Integrated Development
Environment;
2) To learn designing of User Interface and Layouts for Android App, intents to broadcast data
within and between Applications.
3) To use Content providers and Handle Databases using SQLite.

Assignments:
1. Demonstrate string manipulation by displaying at the middle of the screen in the red color with
white background with change in fonts & styles of text.
2. Write a program to populate resources (res>>value folder). Show resource on changing selection
of the resources.
3. Write a program to create Ul with one screen having radio button of the types of cars. On selecting
any car name, next screen should show car details.
Write a program for android application to demonstrate android life cycle stages.
Create the application that will change color of screen based on selected option from the menu.
Write an android application that takes input from user and shows messages on screen.
Create foreground application that will display toast (Message) on specific interval time.
Demonstrate use of intents for any 3 native intents.
Create the android application that will read phonebook contact using content providers and
display in list on selecting specific contact makes a call to selected contact.
10. Develop android application to take a picture using native application.
11. Use fragments to develop UL Demonstrate use of fragments.
12. Create the android application that will send SMS using your android application.
13. Write a android background service that will open activity on specific time.
14. Demonstrate use of shared preferences.
15. Write code that will call maps using android application.
16. Develop application for database manipulation.
Mini project: Develop an app in android.

Course Qutcome:
After completion of this course students shall be able to-
1) Design and Implement User Interfaces and Layouts of Android App; Use Intents for activity and
broadcasting data in Android App.

2) Design and Implement Database Application and Content Providers.
3) Develop Android App with Security features.

Course Code: CA LAB-XII(B) | Lab on Microsoft .Net Technologies | Total Marks: 50

Course Objectives:
1) Students will understand Web Sites / Web applications, basics of Web hosting and
working of IIS web server.
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2) Setup a programming environment for ASP.Net programs, configure an ASP Net application,
creating standard .net controls based and data driven web application using ASP Net; Maintain
session and controls related information for user used in multi-user web applications.

3) Understand the fundamentals of developing modular application by using object-oriented
methodologies.

Assignments:

Demonstrate followings in 1IS:

1) Creation of Virtual Directory, Home directory, Home page, hosting of website

2) Demonstrate Page Life Cycle of ASP.NET. Use important page events for your demonstration.

3) Write VB.Net/C# console applications to demonstrate: OO concepts: polymorphism,
encapsulation, inheritance, interface inheritance, abstract classes/methods, overloading,
overriding, collection classes, properties

4) Demonstrate concept of postback and viewstate using web form server controls of ASP.NET

5) Demonstrate various Web form server controls using sample data entry screen form for
registering for a service on website. Also use validation controls to validate input data.

6) Demonstrate DropDown List box, CheckButtonList, RadioButtonList controls.

7) Demonstrate Databinding using Hashtable, ArraryList, DataTable data sources.

8) Demonstrate Repeater control with the help of various templates.

9) Demonstrate paging, sorting, filtering of data in asp:DataGrid/DataGridView.

10) Demonstrate editing process in DataGrid and DataList controls. Make use of necessary
templates for proper visual appearance.

11) Demonstrate State Management features of ASP.NET using sample shopping cart application.

12) Create sample website for demonstrating use of Profiles/Themes using skin files.

13) Demonstrate Master Pages and website navigation controls(sitemap path, treeview, menu)
using SiteMap file.

14) Demonstrate Properties of website navigation controls.

15) Demonstrate Authorization/Authentication using Login controls and
Roles/Membership/AccessRules

16) Demonstrate creation of simple/complex DataReader/DataSet Objects.

17) Demonstrate editing in DataTable objects.

18) Demonstrate Web Service hosting, access in ASP.NET

Course Qutcome:
After completion of this course students shall be able to-
1) Design web site and web applications using ASP.NET
2) Debug and deploy ASP.NET web applications
3) Create database driven ASP.NET web applications and web services.

Course Code: CA LAB-XII(C) | LAB on Ruby on Rails | Total Marks: 50

Course Objectives:
1) Install Ruby on Rails
2) Write programs in ruby.
3) Develop applications using rails framework.

Assignments:

1. Demonstrate a Ruby Basic program which manipulate Hash, Array, Strings. Any five methods
of each container. Also use !(bang) operator.
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12.
13.

14.

15.

16.

17.

Write Ruby program which accepts user input and process it then print the result. Like radius.rb
is a file which accept input as float and returns a calculated Area of
cirletom(@laptop:~/courses/ruby/asst$ ruby radius.rb

Enter the radius: 2

Areais: 12.5663708

Write a ruby program which prompts for and reads one line of input. It then echos the line,
then prints it repeatedly, each time removing every second character. It continues until no more
characters can be removed. Treat all characters alike; no special treatment for spaces or
punctuation.

Demostrate Inheritence in Ruby by building a superclass called Bird from which our Duck,
Goose, and Owl classes will derive their functionality.
(http://www .gotealeaf.com/books/oo_ruby/read/inheritance)

Demonstrate a Ruby programs which uses loops like, each, times, do loop, etc. With having
use of operators & exceptions which cause to break loop like devide by zero, etc.

Write a Ruby script which demonstrate use of blocks, lambd &proc.

Write a Ruby program which show duck typing, uses respond to? Method.

Write a Ruby program which access private methods/attributes outside of class.

Write a Ruby program which define dynamic methods and method will return something also
use missing_method. It should return some result to console if some method is missing.
Create a Basic Ruby on Rails web application which print “Hello World on web browser”

. Create a Ruby on Rails web application which shows having Post Section. In which user can

Insert, Edit, Delete Post, using scaffolding.

Create a Ruby on Rails web application with Post Model uses variuos type of server validation.
Create a Ruby on Rails web application which shows having Post Section. In which user can
Insert, Edit, Delete Post, using scaffolding, using mysql database.

Create a Ruby on Rails web application using mysql database without scaffold. which shows
having Post Section. In which user can Insert, Edit, Delete Post. Post have multiple comments,
comments can also Insert, Edit, Delete with nestes routes.like “/posts/2/comments”

Create a Ruby on Rails web application using mysql database. Post is always belongs to user
and user has many posts. Without login user cann't Insert, Delete or Edit Post, can only show
post using devise gem.

Create a Ruby Application having 3 to 4 .rb files interconnected with each other. Which
demonstrate all above concept with Human readable console output.

Design a Ruby On Rails Web Application which deals with User, Registration Form,
Validations, CSS, JavaScripts, Ajax, Associations, etc

Course Qutcomes:
After completion of this course students shall be able to-

1)
2)
3)

Develop program using syntactic structure in ruby.
Build program using APIs of Ruby Programming Language.
Design web applications using Rails framework.
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Semester-1V

Course Code: CA-401 Full Time Industrial Training Total Marks: 300

Course Objectives:
1) To provide comprehensive learning platform to students where they can enhance their
employ ability skills and become job ready along with real corporate exposure.
2) To enhance students’ knowledge in a particular technology and to Increase self-
confidence of students and helps in finding their own proficiency.
3) To cultivate student’s leadership ability and responsibility to perform or execute the
given task.

Twelve credits shall be awarded to the Industrial Training/Project course, which will
commence in the IV" Semester and the final work and report will be completed at the end of
IV™" Semester of M. C.A. The student is expected to work on software development project.
The project work should have coding part. Student will have to submit the bound project report
in university prescribed format at the end of the semester. Student will have to appear for
Project Viva-voce and the marks and the credits will be allotted at the end of IV™ semester of
M. CA.

Course Qutcomes:
After completion of this course students will:

1) Handle specialized technology and update themselves with latest changes in
technological world with ability to communicate effectively.

2) Be multi-skilled IT professional with good technical knowledge, management,
leadership and entrepreneurship skills.

3) Beable to identify, formulate and model problems and find engineering solution based
on a systems approach.
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Program Specific Outcomes for M.C.A. program
At the end of the program the graduate will be able to:

e Apply knowledge of computer science in practice to identify, critically analyze, formulate
and develop computer applications using modern computing tools and techniques and will
use these tools with dexterity.

e Design computing systems to meet desired needs within realistic constraints such as
safety, security and applicability. These systems will function professionally with ethical
responsibility as an individual as well as in multidisciplinary teams with positive attitude.

e Appreciate the importance of goal setting and recognize the need for life-long learning

with good communication skills.
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North Maharashtra University, Jalgaon
M.E. (Computer Science and Engineering)
Syllabus with effect from Year 2009-10

First Year Term I

Teaching
3;'. Subject Sc::?e Examination Scheme
Week
L| P Pf_l':er Paper | TW | PR | OR
1 | Advanced Software Engineering 3 - 3 100 - - -
2 | Distributed Systems 3 - 3 100 - - -
3 | Net-Centric Computing 3 - 3 100 - - -
4 | Applied Algorithms 3 - 3 100 - - -
5 | Elective- I 3 - 3 100 - - -
6 | Laboratory Practice-1 - 6 - - 100 - 50
7 | Seminar-I - 4 - 100 - -
Total | 15 | 10 500 | 200 50
Grand Total 25 750
Elective I
1) Embedded Software Design
2) Digital Image & Video Processing
3) Mathematical Foundations of Computer Science
4) Software Project Management
First Year Term II
Teaching
3;'. Subject Sc:;:?e Examination Scheme
Week
L| P Pf_l':er Paper | TW| PR | OR
1 Advanced Database Management 3 ) 3 100 ) ) )
Systems
2 | Web Engineering 3 - 3 100 - - -
3 | Parallel Computing 3 - 3 100 - - -
4 | Soft Computing 3 - 3 100 - - -
5 | Elective- II 3 - 3 100 - - -
6 | Laboratory Practice-II - 6 - - 100 - 50
7 | Seminar-II - 4 - - 100 - -
Total | 15 | 10 500 | 200 50
Grand Total 25 750
Elective 11

1) Software Testing And Quality Assurance
2) Cryptography and Network Security

3) Pattern Recognition
4) Mobile Computing




Second Year Term I

Sr Teaching
N " Subject Scheme per Examination Scheme
o.
Week
L p Pf_l':er Paper | TW | PR | OR
1 | Seminar-III - - - 50 - | 50
2 | Project Stage -1 - 18 - - 100 | - -
Total - 22 - - 150 50
Grand Total 22 200
Second Year Term II
Sr Teaching
" Subject Scheme Examination Scheme
No.
per Week
L | P Pf_l':er Paper | TW | PR | OR
1 | Progress Seminar - - - - 50 | - -
2 | Project Stage —I1I - 18 - - 150 | - | 100
Total | - 18 - - 200| - | 100
Grand Total 18 300




Rules and Requlations for M.E. in Computer Science & Engineering

1. The post graduate degree in engineering consisting of 2 years (4 terms) shall be
designated as Master of Engineering in Computer Science & Engineering.

2. A candidate may be permitted to register him/her self for the M.E. degree in
Computer Science and Engineering under the faculty of engineering & technology of
North Maharashtra University Jalgaon ,only if the candidate holds a bachelor's
degree in Engineering & technology of North Maharashtra University , Jalgaon or its
equivalent in Computer Engineering / Computer Science & Engineering / Computer
Technology /Information Technology/ Electronics/ Electronics and
Telecommunication /Electrical recognized by AICTE & North Maharashtra University ,
Jalgaon.

3. The student shall be admitted to First Year Term II if his/her Term I is granted.

4. The student shall be admitted to the Second Year when ever he/she clears all the
theory papers of First Year. The student in any case should not be allowed to start
project work before passing all the subjects of first year. The student will have to
work on his/her project for minimum one year after passing first year subjects.
He/she will not be allowed to submit his/her thesis/dissertation before that.

5. Every student will be required to produce a record of laboratory work in the form
of journal, duly certified for satisfactory completion of the term work by the
concerned teacher & head of the department.

6. A student whose term is not granted on account of less attendance (Minimum
80%) or non-submission of term work is required to repeat the term.

7. Any approved guide will not be allowed guide more than 5 students in a particular
batch.

8. Each student is required to present Seminar-I in the First Year Term I on any
related state of the art topic of his own choice approved by the department.

9. The term-work & presentation of the Seminar-I will be evaluated by departmental
committee consisting of guide and two faculty members of the department
appointed by Director/Principal of the college as per the recommendation of the
Head of the Department.

10. Each student is required to present Seminar-II in the First Year Term II on any
related state of the art topic of his own choice approved by the department.

11. The term-work & presentation of the Seminar-II will be evaluated by
departmental committee consisting of guide and two faculty members of the
department appointed by Director/Principal of the college as per the
recommendation of the Head of the Department.



12. Each student is required to present Seminar-III in the Second Year Term I on
special topic. The topic should be on any of the area not included in the regular
curriculum. The report should include detailed study of specific concept (i.e. analysis,
design & implementation.). This can be a theoretical study or practical
implementation approved by the department/guide.

13. Guidelines for the Seminar-1II in Second Year Term I:

1. Seminar-III should be conducted at the end of Second Year Term I.

2. The term-work of the Seminar-III will be evaluated by departmental
committee consisting of guide and two faculty members of the department
appointed by Director/Principal of the college as per the recommendation of
the Head of the Department.

3. The Seminar-III presentation will be evaluated by examiners appointed by

University, one of which should be the guide.

Student must submit the Seminar Report in the form of soft bound copy

The marks of Seminar-III should be submitted at the end of Second Year

Term I to the University.

vk

14. Guidelines for the Progress Seminar in Second Year Term II:

e Progress Seminar should be conducted in the middle of Second Year Term II.
e The Progress Seminar Term-Work will be evaluated by departmental
committee consisting of guide and two faculty members of the department
appointed by Director/Principal of the college as per the recommendation of
the Head of the Department.
e Student must submit the progress report in the form of soft bound copy.
e The marks of progress seminar should be submitted along with the marks of
Project Stage-II.
15. Minimum passing marks for all Theory shall be 40% and for Term work and Oral
shall be 50%.

16.He/she has to present/publish atleast one paper in reputed National/International
Journal/Conference on his/her Project work before submission of his/her
Thesis/Dissertation.

17. The Term Work of Project Stage -II will be assessed jointly by the pair of
Internal and External examiner along with oral examination of the same.

18. The class will be awarded on the basis of aggregate marks of all four terms,
giving equal weightage to all terms as shown below:

a) Less than 50% : Fail

b) 50% to less than 60% : Second Class

a) 60% to less than 70% : First Class

b)70% & above : First Class with Distinction.

19. Each student is required to complete his/her master's degree within Five
academic years from the date of admission, failing which he/she will be required to
take fresh admission in first year.



M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM 1

SUBJECT: ADVANCED SOFTWARE ENGINEERING

Lectures: 3 Hrs per week | Theory: 100 Marks |

Objective:

After successfully completing the module student should be apply the systematic
approach towards the effective software development, also able to demonstrate
knowledge of software design, development and processes using software
engineering approaches and practices.

Pre-requisites:
Knowledge of Software Engineering.

DETAILED SYLLABUS

1. Introduction to Software Engineering: Software Engineering Processes, Project
Management concept, Project Effort estimation, LOC and function point based
estimates, Requirement Analysis and Specifications, Formal Requirements,
Specifications, Socio-technical Systems, Dependability, Critical Systems
Specification, Formal Specification. Analysis Modeling, Elements of Analysis
Model.

2. Design Concepts and Principles: Fundamental issues in Software Design,
Effective Modular Design, cohesion and coupling. Architectural Design,
Distributed Systems Architecture, Application Architectures, Real-time Systems,
User Interface Design, Component Level Design, Modeling Language(UML)

3. Software Development Methodologies: Iterative Software Development,
Software Reuse, CBSE, Critical Systems Development Software Evolution.
Verification and Validation, Software Testing, Software Testing Principles,
Alternative Paradigms: Extreme Programming, Agile Software Engineering,
Principles behind Agile method, Agile method and Project Management.

4, Object Oriented Software Engineering: Software Process Improvement,
Software Economics, Software Quality, Software Metrics, Software
Maintenance, Risk management, Requirement Engineering, Object oriented
concepts and principles, OO Analysis, OO Design, OO Testing,

5. Advanced Software Engineering Process: Formal Methods, Basic concepts,
Mathematical Preliminaries, Clean room Software Engineering, Component
Based Software Engineering, Client/Server Software Engineering, Web
Engineering, Reengineering

BOOKS

Text Books:

1. K.K Aggarwal & Yogesh Singh,” Software Engineering”, 3™ Edition, New Age
International, 2007




References:

[y

Ian Somerville,"Software Engineering”, 8" Edition, Addison-Wesley,2006,

Roger S Pressman,“Software Engineering: A Practitioner's Approach” 6%
Edition, McGraw Hill,2005.

Fenton and Pfleeger "Software Metrics:- A Rigorous and Practical Approach” ,
2" Edition , Tomson Learning

Grady Booch, Rumbaugh, Jacoboson,"Unified Modeling Language User Guide”,
Addison Wesley.




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM 1

SUBJECT: Distributed Systems

Lectures: 3 Hrs per week | Theory: 100 Marks |

Objective:

This course aims to build concepts regarding the fundamental principles of
distributed systems. The design issues and distributed operating system concepts
are covered.

Pre-requisites: Operating Systems and Computer Networks

DETAILED SYLLABUS

1. INTRODUCTION: Definition of a Distributed system, Goal, Types of distributed
system

2 .ARCHITECTURES : Architectural styles, System Architectures, Architectures
versus Middleware, Self management in distributed systems

3. PROCESSES: Threads, Virtualization, Clients, Servers, Code migration.

4 .COMMUNICATION: Fundamentals, Remote Procedure Call, Message Oriented
Communication, Stream oriented communication, Multicast communication.

5. NAMING: Names, Identifiers and Addresses, Flat, Naming, Structured Naming,
Attribute based Naming, LDAP

6. SYNCHRONIZATION: Clock Synchronization, Logical Clocks, Mutual Exclusion
Global Positioning of nodes, Election Algorithms.

7. CONSISTENCY AND REPLICATION: Introductions, Data Centric Consistency
Models, Client Centric Consistency Models, Replica Management, Consistency
Protocols.

8. FAULT TOLERANCE: Introduction to fault tolerance, Process resilience, Reliable
Client Server Communication, Reliable group, Recovery

9. DISTRIBUTED FILE SYSTEMS: Architecture, Process Communication, Naming,
Synchronization, Consistency and Replication, Fault tolerance, Security.

10 DISTRIBUTED COORDINATION-BASED SYSTEMS: Introduction to coordination
models- Architectures, Processes communication, Synchronization, Consistency
and Replication, Fault tolerance, Security.

BOOKS

Text Books:

1. Andrew S. Tanenbaum, Maarten Van Steen, "Distributed System: Principals
and Paradigms”, 2/E, PHI.




References:

1. George Coulouris, Jean Dollimore and Tim Kindberg, Distributed Systems
Concepts and Design”, Fourth Edition, Pearson Education, 2005.

2. Pradeep K. Sinha, "Distributed Operating Systems Concepts and Design"” , PHI.

3. Galli D.L., "Distributed Operating Systems: Concepts and Practice”, Prentice-
Hall,2000




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM 1

SUBJECT: NET-CENTRIC COMPUTING

Lectures: 3 Hrs per week | Theory: 100 Marks

Objective:

After successfully completing the module student should be :

Familiar with different network technologies, Different Network performance,
Modeling and estimation measures, Function and responsibilities of Network
Administration, Different Network Design Techniques, Knowledge of High Speed
Network, Issues regarding Network Security, Knowledge of IP Telephony, Storage
Network and Compression Techniques.

Pre-requisites:
Knowledge of Data Communication and Computer Networks.

DETAILED SYLLABUS

1. Network Technology :
Introduction, Media Issues, Data Link Protocols, The OSI Model, Networking
topologies, Types of Networks, protocols capabilities, NetBIOS,
IPX, TCP/IP,CSMA/CD, token passing, frame relay, networking devices,
Repeaters, Bridges, Routers, switches, gateways, Network design issues, Data
in support of Network Design, Network design tools, protocols and architecture.

2. Network Performance, Modeling and Estimation :
Issues related with optimizing network performance, probability, stochastic
processes, modeling and performance evaluation. Queuing theory, queuing
models, estimating model parameters, throughput utilization, modeling
network as graph external and internal representation, complexity issues,
network traffic controls.

3. Network Administration :
Function and responsibilities, network issues:-planning, implementation, fault
diagnosis and recovery.

4. Network Design :
Problem definition, multipoint line layout heuristics, CMST algorithms,
ESAU-William’s algorithm, Sharma’s algorithm, unified algorithm, Bin
packing algorithm, Terminal assignments and concentrator location.

5. High Speed Networks :
Need, characteristics, challenges, applications, frame relay, ATM, ISDN, High
speed LANs: Ethernet, fiber channel, DQDB, SMDS, B_ISDN, STM, DSL,
and DWDM, Architecture Transport, Switching and Routing in optical domain,
optical network management, Internetworking.

6. Network security :
Basic cryptographic techniques, security in OSI architecture, internet and
networked computing, Kerberos, firewalls, proxy, etc. Security applications in
commerce and banking.

7. IP Telephony :
VOIP system architecture, protocol hierarchy, structure of a voice endpoint,




8.

9.

Protocols for the transport of voice media over IP networks, Providing IP
quality of service for voice, signaling protocols for VOIP,PSTN gateways,
VOIP applications.

Storage Networks :

Introduction, challenges, SCSI protocols and architecture: RAID,

Backup and mirroring, Fiber channel attached storage. Network attached
storage including NFS, CIFS, and DAFS, Management of network storage
architectures. New storage protocols, architectures and enabling technologies.
Compression :

Overview of Information Theory, Lossless Compression: Run-Length
Encoding, Facsimile compression, String Matching algorithms. Lossy
compression: DCT, Wavelet compression.

BOOKS

References:

1.

2.

Stallings. W.-"High Speed Networks and Internets: Performance and Quality
of service”,Pretice Hall 2002

Kershenbaum A.-"Telecommunications Network Design Algorithms” Tata
McGraw Hill.

3. Ramaswami R. ,Shivrajan K-"Optical Networks”, Morgan Kaufmann.
4,

Douskalis B.-"IP Telephony: The Integration of Robust VOIP service”,Perason
Education Asia.

. Douglas E.Comer-"Computer NetWorks and Internet”, Pearson Education

Asia.

. Stallings W.-"High Speed Networks :TCP/IP and ATM Design principles”,

Prentice Hall,1998.

. Andrew Tanenbaum- "Computer Network”, PHI.




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM 1

SUBJECT: APPLIED ALGORITHMS

Lectures: 3 Hrs per week | Theory: 100 Marks |

Objective:

Algorithm design and analysis is a fundamental and important part of computer
science. This course introduces students to advanced techniques for the design
and analysis of algorithms, and explores a variety of applications.

Pre-requisites:
Knowledge of Algorithms, Discrete structure and graph theory.

DETAILED SYLLABUS

1. Introduction: The role of algorithms in computing, analyzing algorithms,
designing algorithms, growth of functions- asymptotic notation,standard
notations and common functions, recurrences- the substitution method, the
recursion tree method, the master method.

2. Advanced data structures Red - black trees- properties of red-black trees,
rotations, insertion, deletion, B-trees-definition of B-Tree, basic operations on
B-Tree, deleting a key from B-Tree, Binomial heaps- binolial trees and
binomial heaps, operations on binomial heaps, Fibonacci heaps- structure of
Fibonacci heaps, mergeable heap operations, decreasing a key and deleting a
node, bounding the maximum degree.

3. Advanced Design and Analysis Techniques Dynamic Programming-
assembly line scheduling, matrix chain multiplication, elements of dynamic
programming, longest common subsequence, optimal binary search trees,
Greedy Algorithms- an activity selection problem, elements of greedy strategy,
Huffman codes, Amortized Analysis- aggregate analysis, the accounting
method, the potential method.

4. Graph algorithms Minimum Spanning Trees- growing @ minimum spanning

tree, the algorithms of Kruskal and Prim, Single-source shortest paths- the

Bellman-Ford algorithm, Single-source shortest path in directed acyclic graphs,

Dijkstra’s algorithm, all pair shortest paths- shortest path and matrix

multiplication, the Floyd-Warshall algorithm, Johnson’s algorithm for sparse

graphs.

Sorting networks Comparision networks, the zero-one principle, a bitonic

sorting networks, a merging network, a sorting network

b

BOOKS

Text Books:

1. Corman, Leiserson, Rivest, Stein,”"Introduction To Algorithms”, PHI, 2nd
Edition.

2. Horowitz, Sahni, Rajasekaran,”Fundamentals of Computer Algorithms”,
Universities Press, 2™ Edition.

References:

[y

Aho,”Design and Analysis of Algorithms”, Pearson, LPE
AV Aho, J. D. Ullman, “Design and analysis of algorithms”, Pearson LPE.
3. Bressard, Bratly, "Fundamentals of Algorithms”, Pearson LPE/PHI
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M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM 1

SUBJECT: EMBEDDED SOFTWARE DESIGN
(ELECTIVE-I)

Lectures: 3 Hrs per week | Theory: 100 Marks |

Objective:

After successfully completing the module student should be :

Capable of actively participating or successfully managing a embedded software
development project by applying design life cycle concepts, able to demonstrate
knowledge of real time constraint with concepts of RTOS as well as porting of any
RTOS

Pre-requisites:
Knowledge of Microprocessors and Microcontrollers and their interfacing

DETAILED SYLLABUS

[y

Embedded Design Life Cycle: Introduction Product Specification
,Hardware/Software partitioning , Iteration and Implementation, Detailed
hardware and software Design, Hardware/Software Integration ,Product
Testing and Release, Maintaining and upgrading existing products.

2. Selection Process & Development Environment: RTOS availability, Tool Chain
availability, The Execution Environment, On chip Peripherals ,Debugging &
Testing : BDM, JTAG, NEXUS & ICE

3. Advanced Embedded Processors: ARM Embedded Systems, ARM Processor
Fundamentals, Introduction to the ARM ,Instruction Set, Introduction to the
Thumb Instruction Set ,Efficient C Programming Writing and Optimizing ARM
Assembly Code, Digital Signal Processing, Exception and Interrupt Handling,
Firmware

4, Writing Software for Embedded Systems: The Compilation Process, Native Vs
Cross-Compilers, and Runtime Libraries, Writing a Library, Using Alternative
Libraries, using a standard library, porting Kernels extensions for embedded
systems, Downloading, Emulation and Debugging techniques.

5. RTOS - uC/OS-II: RTOS Services in Contrast to Traditional 0.S. Sample Code,
Real-Time Systems Concepts, Kernel Structure, Task Management, Time
Management, Inter task Communication and Synchronization, , Memory
Management, Porting pC/0OS -II

6. Understanding Linux Kernel:_Introduction, Memory Addressing , Processes ,
Interrupts and Exceptions, Timing Measurements, Memory Management,
Process Address Space, System Calls ,Signals, Process Scheduling, Kernel
Synchronization, The Virtual File system, Managing I/O Devices , Disk Caches ,
Accessing Regular Files, Swapping: Methods for Freeing Memory, The Ext2
Files system, Process Communication , Program Execution, Porting of Linux
Kernel

7. Understanding Windows Embedded CE Kernel: Introduction to Windows
Embedded CE Kernel , Boot process, Memory Management, Files Database
and Registry, Process and Threads, Communications , Porting of Linux Kernel




BOOKS

Text Books:

N

S

Embedded Systems Design — Introduction to Processes, Tools, Techniques,
Arnold S Burger, CMP books

Embedded Systems Design by Steave Heath, Newnes.

“ARM Systems Developers Guide Designing and Optimizing System Software”
By Andrew N Sloss, Dominic Symes & Cheris Wright ELSEVIER Publication.
Understanding the Linux Kernel Daniel P. Bovet Marco Cesati Publisher: O'Reilly
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M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM 1

SUBJECT: DIGITAL IMAGE and VIDEO PROCESSING
(ELECTIVE-I)

Lectures: 3 Hrs per week | Theory: 100 Marks |

Objective: Digital Image Processing is a rapidly evolving field with growing
applications in science and engineering. Image processing holds the possibility of
developing the ultimate machine that could perform the visual functions of all
living beings. There is an abundance of image processing applications that can
serve mankind with the available and anticipated technology in the near future.

Pre-requisites: Digital Signal Processing, & Computer Graphics

DETAILED SYLLABUS

1. Digital Image Processing Systems: Introduction, Structure of human eye,
Image formation in the human eye, Brightness adaptation and discrimination,
Image sensing and acquisition, Storage, Processing, Communication, Display.
Image sampling and quantization, Basic relationships between pixels

2. Image Transforms (Implementation): Introduction to Fourier transform,
DFT and 2-D DFT, Properties of 2-D DFT, FFT, IFFT, Walsh transform,
Hadamard transform, Discrete cosine transform, Slant transform, Optimum
transform: Karhunen - Loeve (Hotelling) transform.

3. Image Enhancement in the Spatial Domain: Gray level transformations,
Histogram processing, Arithmetic and logic operations, Spatial filtering:
Introduction, Smoothing and sharpening filters

4. Image Enhancement in the Frequency Domain: Frequency domain
filters: Smoothing and Sharpening filters, Homomorphic filtering

5. Wavelets and Multiresolution Processing: Image pyramids, Subband
coding, Haar transform, Series expansion, Scaling functions, Wavelet functions,
Discrete wavelet transforms in one dimensions, Fast wavelet transform,
Wavelet transforms in two dimensions

6. Image Data Compression: Fundamentals, Redundancies: Coding, Interpixel,
Psycho-visual, Fidelity criteria, Image compression models, Error free
compression, Lossy compression, Image compression standards: Binary image
and Continuous tone still image compression standards, Video compression
standards.

7. Morphological Image Processing: Introduction, Dilation, Erosion, Opening,
Closing, Hit-or-Miss transformation, Morphological algorithm operations on
binary images, Morphological algorithm operations on gray-scale images

8. Image Segmentation: Detection of discontinuities, Edge linking and
Boundary detection, Thresholding, Region based segmentation

9. Image Representation and Description: Representation schemes,
Boundary descriptors, Regional descriptors

10. Introduction to Video Processing: Spatio-temporal sampling, inter
frame and intraframe coding, motion estimation techniques, video
compression standards.




BOOKS

Text Books:

1. R.C.Gonsales R.E.Woods, “Digital Image Processing”, Second Edition,
Pearson Education

2. Anil K.Jain, “"Fundamentals of Image Processing”, PHI

3. K. Rrao and J.J. Hawang, “Techniques and Standards for Video and
Audio Coding”, Prentice Hall PTR

References:

1. William Pratt, "Digital Image Processing”, John Wiley

2. Milan Sonka,Vaclav Hlavac, Roger Boyle, “"Image Processing, Analysis,
and Machine Vision” Thomson Learning

3. N Ahmed & K.R. Rao, “Orthogonal Transforms for Digital Signal Processing”
Springer

4. B. Chanda, D. Dutta Majumder, "Digital Image Processing and Analysis”, PHI.




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM 1

SUBJECT: MATHEMATICAL FOUNDATIONS OF COMPUTER SCIENCE
(ELECTIVE-I)

Lectures: 3 Hrs per week | Theory: 100 Marks

Objective:

The purpose of this course is to develop mathematical foundations for computer
science and computer engineering. In addition, applications of mathematical
principles to computer science and engineering are presented.

Pre-requisites:
Knowledge of Theory of Computer Science, Discrete Structure and Graph Theory.

DETAILED SYLLABUS

1. Probability and Information Theory.
Introduction. Basic Concept of Probability. Properties. Basic Calculation.
Random Variables and their Probability Distributions. Birthday Paradox.
Information Theory. Redundancy in Natural Languages.

2. Computational Complexity.
Introduction. Turing Machines. Deterministic Polynomial Time. Probabilistic
Polynomial Time. Non-deterministic Polynomial Time. Non-Polynomial Bounds.
Polynomial-time Indistinguishability.

3. Algebraic Foundations.
Introduction. Groups. Rings and Fields. The Structure of Finite Fields. Group
Constructed Using Points on an Elliptic Curve.

4. Number Theory.
Introduction. Congruences and Residue Classes. Euler's Phi Function. The
Theorems of Fermat, Euler and Lagrange. Quadratic Residues. Square Roots
Modulo Integer. Blum Integers.

5. Fuzzy Logic
Operations of fuzzy sets, fuzzy arithmetic & relations, fuzzy relations equations,
MATLAB introduction, programming in MATLAB scripts, functions and their
Applications
Case study: Development of fruit sorting system using fuzzy logic in MATLAB

BOOKS

Text Books:

1. Modern Cryptography: Theory and Practice by Wenbo Mao, Low Price Edition,
Pearson Education

References:

1. Fuzzy logic in engineering by T. J. Ross, Willey Publications

2. Fuzzy sets theory and its applications, H.]J. Zimmermann, Kluwer Academic
Publications, 4™ edition.

3. Elements of Discrete Mathematics, C.L.Liu, TMH, 2" edition




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM 1

SUBJECT: SOFTWARE PROJECT MANAGEMENT
(ELECTIVE-I)

Lectures: 3 Hrs per week | Theory: 100 Marks |

Objective:

After successfully completing the module student should be :

Capable of actively participating or successfully managing a software development
project by applying project management concepts, able to demonstrate
knowledge of project management terms and techniques

Pre-requisites:
Knowledge of Software Engineering.

DETAILED SYLLABUS

1. Introduction to Project Management: Importance of software project
management, stages and stakeholders of a software project, elements of
software project, Importance of software project management, Stages of
Project, The Stakeholder of Project, Project Management Framework, Software
Tools for Project Management.

2. Project Planning: Integration Management, Scope Management, Stepwise
Project Planning, Use of Software (Microsoft Project) to Assist in Project Planning
Activities.

3. Project Scheduling: Time Management, Project Network Diagrams, Use of
Software (Microsoft Project) to Assist in Project Scheduling.

4. Project Cost Management: Importance and Principles of Project Cost
Management, Resource Planning, Cost Estimating, Cost Control, Use of Software
(Microsoft Project) to assist in Cost Management.

5. Project Quality Management: Quality of Information Technology Projects, Stages
of Software Quality Management, Quality Standards, Tools and Techniques For
Quality Control.

6. Project Human Resources Management: Human Resources Management, Keys
to Managing People, Organizational Planning, Issues in Project Staff Acquisition
and Team Development, Using Software to Assist in Human Resource
Management.

7. Project Communication Management: Communications Planning, Information
Distribution, Performance Reporting, Administrative Closure, Suggestions for
Improving Project Communications, Using Software to Assist in Project
Communications.

8. Project Risk Management: The Importance of Project Risk Management,
Common Sources of Risk in IT projects, Risk Identification, Risk Quantification,
Risk Response Development and Control, Using Software to Assist in Project Risk
Management.

9. Project Procurement Management: Importance of Project Procurement
Management, Procurement Planning, Solicitation, Source Selection, Contract
Administration, Contract Close-out.




10. Project Management Process Groups: Introduction to Project Management
Process Groups, Project Initiation, Project Planning, Project Executing, Project
Controlling and Configuration Management, Project Closing.

BOOKS

Text Books:

1.Kathy Schwalbe, “Information Technology Project Management”, International
Student Edition, THOMSON Course Technology

2.Bob Hughes and Mike Cotterell, “Software Project Management” Third Ed., Tata
McGraw-Hill

3.Elaine Marmel, “Microsoft Office Project 2003 Bible”, Wiley Publishing Inc.

References:

1.Basics of Software Project Management, NIIT, Prentice-Hall India

2.Pankaj Jalote, “Software Project Management in Practice”, Pearson Education

3.S.A. Kelkar, “Software Project Management”, A Concise Study, Revised
Edition,PHI




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM 1

SUBJECT: Laboratory Practice-I

Practical: 6 Hrs per week Term Work: 100 Marks
Oral: 50 marks

DETAILED SYLLABUS

Experiments/Assignments based on
1. Advanced Software Engineering
2. Net-Centric Computing
3. Elective- 1

The concerned subject in-charge should frame minimum of six laboratory
assignments, two from each subject.




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM 1

SUBJECT: Seminar-I

Practical: 4 Hrs per week Term Work: 100 Marks

DETAILED SYLLABUS

Seminar on related state of the art topic of student’s own choice approved by the
department.

TERM WORK

1.The term-work & presentation of the Seminar-I will be evaluated by
departmental committee consisting of guide and two faculty members of the
department appointed by Director/Principal of the college as per the
recommendation of the Head of the Department.




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM 11

SUBJECT: ADVANCED DATABASE MANAGEMENT SYSTEMS

Lectures: 3 Hrs per week | Theory: 100 Marks |

Objective: The course gives an overview of motivation and background of the
new developments, and is intended as an introduction to the most important
advances with respect to the classical relational database systems.

Pre-requisites:
Knowledge of Database Management System, Operating System.

DETAILED SYLLABUS

1. The Extended Entity Relationship Model and Object Model
(a) The ER model revisited

(b) Motivation for complex data types

(¢) User defined abstract data types and structured types

(d) Subclasses

(e) Superclasses

(f) Inheritance

(g) Specialization and generalization

(h) Relationship types of degree higher than two

2. Object—-Oriented Databases

(a) Overview of object—oriented concepts
(b) Object identity

(c) Object structure and type constructors
(d) Encapsulation of operations

(e) Methods and persistence

(f) Type hierarchies and inheritance

(g) Type extents and persistent programming languages
(h) OODBMS architecture and storage issues
(i) Transactions and concurrency control

(j) Examples of ODBMS

3. Object Relational and Extended Relational Databases
(a) Database design for an ORDBMS

(b) Nested relations and collections

(c) Storage and access methods

(d) Query processing and optimization

(e) An overview of SQL3

(f) Implementation issues for extended type

(g) Systems comparison of RDBMS

(h) OODBMS

(i) ORDBMS




4. Paralled and Distributed Databases and Client—Server Architecture
(a) Architectures for parallel databases

(b) Parallel query evaluation

(¢) Parallelizing individual operations

(d) Sorting Joins

(e) Distributed database concepts

(f) Data fragmentation

(g) Replication and allocation techniques for distributed database design
(h) Query processing in distributed databases

(i) Concurrency control and recovery in distributed databases

(3) An overview of client—server architecture

5. Enhanced Data Models for Advanced Applications
(a) Active database concepts

(b) Temporal database concepts

(¢) Spatial databases: concept and architecture

(d) Deductive databases and query processing

(e) Mobile databases

(f) Geographic information systems

BOOKS

Text Books:

1.Elmsari and Navathe, Fundamentals of Database Systems
2.Ramakrishnan and Gehrke, Database Management Systems.

References:

1. Korth, Silberschatz, Sudarshan, Database System Concepts

2. Rob and Coronel, Database Systems: Design, Implementation and Management

3. Date and Longman, Introduction to Database Systems




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM 11

SUBJECT: WEB ENGINEERING

Lectures: 3 Hrs per week | Theory: 100 Marks |

Objective:

Provides an introduction to the discipline of Web Engineering. This course aims to
introduce the methods and techniques used in Web-based system development.
In contrast to traditional Software Engineering efforts, Web Engineering methods
and techniques incorporate unique aspects of the problem domain such as:
document oriented delivery, fine-grained lifecycles, user-centric development,
client-server legacy system integration and diverse end user skill levels.

Pre-requisites:
Knowledge of both Internet communication concepts and an introductory
programming knowledge (Java & Javascript).

DETAILED SYLLABUS

1. An Introduction to Web Engineering: Categories of Web Applications,
Characteristics of Web

2. Requirements Engineering for Web Applications: Requirements,
Engineering Activities, RE Specifics in Web Engineering, Principles for RE of
Web, Adapting RE Methods to Web Application Development, Requirement
Types.

3. Modeling Web Applications: Modeling Specifics in Web Engineering, Levels,
Aspects, Phases,

4. Customization, Modeling Requirements, Content Modeling, Hypertext Modeling,
Presentation Modeling, Customization Modeling, Methods and Tools.

5. Web Application Architectures: Fundamentals, Specifics of Web Application
Architectures, Components of a Generic Web Application Architecture, Layered
Architectures, Data-aspect Architectures.

6. Technology-aware Web Application Design: Web Design from an
Evolutionary Perspective, Presentation Design, Interaction Design, Functional
Design, Context-aware Applications, Device-independent Applications,
Reusability.

7. Technologies for Web Applications: Client/Server Communication on the
Web, Client-side Technologies, Document-specific Technologies, Server-side
Technologies.

8. Testing Web Applications: Fundamentals, Test Specifics in Web
Engineering, Test Approaches, Test Scheme, Test Methods and Techniques,
Test Automation.

9. Operation and Maintenance of Web Applications: Challenges Following
the Launch of a Web Application, Promoting a Web Application, Content
Management, Usage Analysis, From Software Project Management to Web
Project Management.

10. Web Project Management: Challenges in Web Project Management,
Managing Web Teams, Managing the Development Process of a Web
Application.




11. The Web Application Development Process: Requirements for a Web
Application Development Process, Analysis of the Rational Unified Process,
Analysis of Extreme Programming.

12. Usability of Web Applications: Design Guidelines, Web Usability
Engineering Methods, Web Usability Engineering Trends.

13. Performance of Web Applications: System Definition and Indicators,
Characterizing the Workload, Representing and Interpreting Results,
Performance Optimization Methods.

14. Security for Web Applications: Aspects of Security, Encryption, Digital
Signatures and Certificates, Secure Client/Server-Interaction, Client Security
Issues, Service Provider Security Issues.

15.The Semantic Web — The Network of Meanings in the Network of
Documents: Fundamentals of the Semantic Web, Technological Concepts,
Specifics of Semantic Web Applications.

BOOKS

Text Books:

1. Gerti Kappel, Birgit Pr ~ oll, Siegfried Reich, Werner Retschitzegger, “Web
Engineering: The Discipline of Systematic Development of Web Applications”,
John Wiley

2. Pressman, Roger S. and Lowe, David, "Web Engineering: A Practioner's
Approach”,McGraw-Hill Higher Education

References:

1. Mishra, "Web Engineering And Applications”, Macmillan Publishers India
2. Emilia Mendes, and Nile Mosley, "Web Engineering”, Springer




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM I1

SUBJECT: Parallel Computing

Lectures: 3 Hrs per week | Theory: 100 Marks |

Objective:

Upon completion of this course students will be able to understand and employ
the fundamental concepts and mechanisms which form the basis of the design of
parallel computation models and algorithms, recognize problems and limitations to
parallel systems, as well as possible solutions

Pre-requisites:
Computer architecture, Data structures.

DETAILED SYLLABUS

1.Introduction:
Need, Models of computation, SISD, MISD,SIMD-Shared Memory SIMD,
Interconnection network SIMD, MIMD, Programming MIMD, Special Purpose
Architecture, Analysis of algorithm, Running time, No of processors, Cost, Other
Measures-Area, Length, Period, Expressing Algorithm.

2.Parallel processing:
parallel computer structure, designing of parallel algorithms, analyzing
algorithms, general principles of parallel computing.

3. Parallel sorting algorithms
Batcher’s bitonic sort, Bitonic sort using the perfect Shuffle, parallel bubble sort,
Odd- even transpose sort, Tree sort.

4. Quick Sort:
Parallel Quick sort for CRCW PRAM, Parallel formulation for practical
architectures,Shared Address space parallel formulation, message passing
parallel formulation, pivot selection.

5. Sorting:
Sorting on the CRCW, CRFW, EREW models, searching a sorted sequence,
CREW,CRCW & EREW searching, searching on a random sequence EREW,
ERCW, CREW & CRCW searching on SIMD computers, searching on a Tree,
mesh, A Network for merging, merging on the CRFW, ERFW models

6. Computing Fourier Transforms:
Computing the DFT in parallel, a parallel FFT algorithm.

BOOKS

References:

1. Design & Analysis of Parallel Algorithm by Salim & Akil, PHI.
2. Design Efficient Algorithm for Parallel Computers by Michel J. Quinn, TMH.




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM I1

SUBJECT: SOFT COMPUTING

Lectures: 3 Hrs per week | Theory: 100 Marks

Objective:

By the end of the course a student is expected to become able to apply Genetic
Algorithms, Fuzzy Logic and Artificial Neural Networks as computational tools to
solve a variety of problems in their area of interest ranging from Optimization
problems to Pattern recognition and control tasks.

Pre-requisites:

The prerequisite for this course is a basic understanding of problem solving,
design and analysis of algorithms and computer programming. A prior course in
Artificial Intelligence will be an advantage.

DETAILED SYLLABUS

1. Introduction to soft computing, Biological Neuron, Artificial Neuron,
Characteristics of Neural Network, Neural Network Architectures, Learning in
Neural Networks, Various learning Methods and Learning Rules, Single layer
Perceptron, training and classification, Linear Separable classification,
Applications of Neural Networks for Pattern Recognition, Classification and
Clustering.

2. Introduction to Multilayer Perceptron, various activation functions, Delta and
Generalized Delta Learning rule, Error Back Propagation training and algorithm,
Counter Propagation Network, Boltzman Machine.

3. Recurrent Network, configuration, stability, Associative Memory: Concepts,
performance analysis, BAM, ART.

4. Self-organizing Networks: Unsupervised Learning, Self-organized Map.

5. Introduction to fuzzy sets and fuzzy logic systems, Fuzzy set definitions,
operations, Fuzzy rules, Fuzzy reasoning. Fuzzy inference systems, Fuzzy
models.

6. Introduction to Genetic Algorithms, Biological Inspiration, The Genetic
Algorithm, Genetic Operators, Genetic Algorithm through example, Sample
problems, Genetic Algorithm Implementation, Tweaking the Parameters and
Process, Various Problems with Genetic Algorithm.

7. Applications of Neural Network, Fuzzy Logic, Genetic Algorithms: Signal
Processing, Image Processing, Pattern Recognitions, communication
systems, Biological Sequence Alignment and Drug Design, Robotics and
Sensors, Information Retrieval Systems, Share Market Analysis, Natural
Language Processing.

BOOKS

Text Books:

1. J.M.Zurda, “Introduction to Artificial Neural Networks”, Jaico Publishing House.
2. D. E. Goldberg, “Genetic Algorithms in Search and Optimization, and Machine
Learning”, Addison-Wesley, 1989,




S W

. Jang, Sun, & Mizutani, “Neuro-Fuzzy and Soft Computing”, PHI.
. M. Mitchell, “An Introduction to Genetic Algorithms”, Prentice-Hall, 1998.

References:

(8, ] A WN =

N

. S. Haykin, “Neural Networks”, Pearson Education, 2" Ed., 2001.

. Klir & Yuan, “Fuzzy Sets and Fuzzy Logic”, PHI, 1997.

. Chin-Teng Lin & C. S. George Lee, “Neural Fuzzy Systems”, Prentice Hall PTR.

. S. Rajasekaran & G. A. V. Pai, “"Neural Networks, Fuzzy logic, and Genetic
Algorithms”, PHI.

. V. Kecman, “Learning and Soft Computing”, MIT Press, 2001.

. S. N. Sivanandam & S. N. Deepa, Principles of Soft Computing, Wiley - India,
2007

. D. E. Goldberg, Genetic Algorithms in Search, Optimization, and Machine
Learning, Addison-Wesley, 1989.




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM I1

SUBJECT: SOFTWARE TESTING AND QUALITY ASSURANCE
(ELECTIVE-II)

Lectures: 3 Hrs per week | Theory: 100 Marks |

Objective:

After successfully completing the module student should be apply the testing
fundamentals and testing skill to validate and verify the software system, also able
to demonstrate knowledge of testing strategies by applying the different testing
tools.

Pre-requisites:
Knowledge of Software Engineering.

DETAILED SYLLABUS

1. Software Testing Background: Infamous Software Error Case Studies,
What Is a Bug? Why Do Bugs Occur? The Cost of Bugs, What Exactly Does
a Software Tester Do? What Makes a Good Software Tester? The Software
Development Process, Product Components, Software Project Staff,
Software Development Lifecycle, Models, The Realities of Software Testing,
Testing Axioms, Software Testing Terms and Definitions.

2. Testing Fundamentals : Examining the Specification, Performing a High-
Level Review of the Specification, Low-Level Specification, Test Techniques,
Black-Box Testing, Test-to-Pass and Test-to-Fail, Equivalence Partitioning,
Data Testing, State Testing, Other Black-Box Test Techniques, Examining
the Code, Static White-Box Testing: Examining the Design and Code,
Formal Reviews, Coding Standards and Guidelines, Generic Code Review,
Checklist, Testing the Software with X-Ray Glasses, Dynamic White-Box
Testing, Dynamic White-Box Testing Versus Debugging, Testing the Pieces,
Data Coverage, Code Coverage

3. Applying Testing Skills: Configuration Testing, An Overview of Configuration
Testing, Approaching the Task, Obtaining the Hardware, Identifying
Hardware Standards, Configuration Testing Other Hardware, Compatibility
Testing, Compatibility Testing Overview, Platform and Application Versions,
Standards and Guidelines, Data Sharing Compatibility, Foreign-Language
Testing, Making the Words and Pictures Make Sense, Translation Issues,
Localization Issues, Configuration and Compatibility Issues, How Much
Should You Test? Usability Testing, User Interface Testing, ,What Makes a
Good UI?, Testing for the Disabled: Accessibility Testing,

4, Testing the Documentation: Types of Software Documentation, The
Importance of Documentation Testing, What to Look for When Reviewing
Documentation, The Realities of Documentation Testing, Testing for
Software Security, War Games the Movie, Understanding the Motivation,
Threat Modeling, Is Software Security a Feature? Is Security Vulnerability a
Bug? Understanding the Buffer Overrun, Using Safe String Functions,
Computer Forensics, Website Testing, Web Page Fundamentals, Black-Box
Testing, Gray-Box Testing, White-Box Testing, Configuration and
Compatibility Testing, Usability Testing, Introducing Automation.




5. Supplementing Testing: Automated Testing and Test Tools ,The Benefits of
Automation and Tools, Test Tools, Software Test Automation, Random
Testing, Realities of Using Test Tools and Automation, Bug Bashes and Beta
Testing, Having Other People Test Your Software, Test Sharing, Beta
Testing, Outsourcing Your Testing

6. Working with Test Documentation: Planning Your Test Effort, The Goal of
Test Planning, Test Planning, Writing and Tracking Test Cases, The Goals of
Test Case Planning, Test Case Planning Overview, Test Case Organization
and Tracking, Reporting What You Find, Getting Your Bugs Fixed, Isolating
and Reproducing Bugs, Not All Bugs Are Created Equal, A Bug's Life Cycle,
Bug-Tracking Systems , Measuring Your Success, Using the Information in
the Bug Tracking Database

7. The Future: Software Quality Assurance, Quality Is Free, Testing and
Quality Assurance in the Workplace, Test Management and Organizational
Structures, Capability Maturity Model (CMM),ISO 9000, Software Quality
and Software Metrics.

BOOKS

References:

1.Ron Patton, “Software Testing”, Pearson publication.

2.Roger S Pressman, “Software Engineering: A Practitioner's Approach” 6"
Edition, McGraw Hill,2005.

3.Marine Hutcheson, “Software Testing Fundamentals: Methods and Metrics”,
John Wiley Publication,2003.




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM I1

SUBJECT: CRYPTOGRAPHY AND NETWORK SECURITY
(ELECTIVE-II)

Lectures: 3 Hrs per week | Theory: 100 Marks |

Objective:

The course introduces the principles of number theory and the practice of network
security and cryptographic algorithms. At the end of the course the student will
understand: Data Encryption Standard and algorithms, IP and Web Security,
Protocols for secure electronic commerce, Concepts of Digital Watermarking and
Steganography.

Pre-requisites:
Probability theory and Discrete Mathematics

DETAILED SYLLABUS

1. Foundations of Cryptography and Security Ciphers and Secret Messages,
Security Attacks and Services

2. Mathematical Tools for Cryptography Substitutions and Permutations, Modular
Arithmetic, Euclid!s Algorithm, Finite Fields, Polynomial Arithmetic, Discrete
Logarithms

3. Conventional Symmetric Encryption Algorithms Theory of Block Cipher Design
Feistel Cipher Network Structures, DES and Triple DES, Modes of Operation
(ECB,CBC, OFB,CFB), Strength (or Not) of DES

4. Modern Symmetric Encryption Algorithms IDEA, CAST, Blowfish, Twofish, RC2,
RC5, Rijndael (AES) Key Distribution

5. Stream Ciphers and Pseudo Random Numbers, Pseudo random sequences,
Linear Congruential Generators, Cryptographic Generators, Design of Stream
Cipher, One Time Pad

6. Public Key Cryptography, Prime Numbers and Testing for Primality, Factoring
Large Numbers, RSA, Diffie-Hellman, ElGamal, Key Exchange Algorithms,
Public-Key Cryptography Standards

7. Hashes and Message Digests Message Authentication, MD5, SHA, RIPEMD,
HMAC

8. Digital Signatures, Certificates, User Authentication, Digital Signature Standard
(DSS and DSA), Security Handshake Pitfalls, Elliptic Curve Cryptosystems

9. Authentication of Systems Kerberos V4 and V5, X.509 Authentication Service

10. Electronic Mail Security Pretty Good Privacy (PGP), S/MIME, X.400

11.12 3/28 IP and Web Security Protocols IPSec and Virtual Private Networks,
Secure Sockets and Transport Layer (SSL and TLS)

12. Electronic Commerce Security, Electronic Payment Systems, Secure Electronic
Transaction (SET), CyberCash, iKey Protocols, Ecash (DigiCash)

13. Intrusion detection — password management — Viruses and related Threats —
Virus Counter measures — Firewall Design Principles — Trusted Systems

14. Digital Watermarking and Steganography, Biometrics for security- signature
verification, figure print recognition, voice recognition, Iris recognition system.




BOOKS

Text Books:

1. William Stalling, “Cryptography and Network Security, Principles and
Practice”, Pearson/PHI Publication
2. B A Forouzan, “Cryptography and Network Security”, TMH

References:

1. Bruce Schneier, "Applied Cryptography”, John Wiley & Sons Inc

2. Charles B. Pfleeger, Shari Lawrence Pfleeger, “Security in Computing”,
Pearson Education

3. D Denning, “Cryptography and Data Security”, Addision-Welesly




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM I1

SUBJECT: PATTERN RECOGNITION
(ELECTIVE-II)

Lectures: 3 Hrs per week | Theory: 100 Marks

Objective: This course teaches the fundamentals of techniques for classifying
multi-dimensional data, to be utilized for problem-solving in a wide variety of
applications, such as engineering system design, manufacturing, technical and
medical diagnostics, image processing, economics, and psychology.

Pre-requisite: Linear Algebra, Probability and Statistics

DETAILED SYLLABUS

1. Introduction: Machine perception, Pattern recognition systems, Design cycle,
Learning and Adaptation

2. Bayesian Decision Theory: Bayesian decision theory: Continuous features,
Minimum-error rate classification, classification, Classifiers, Discriminant
functions and Decision surfaces, Normal density, Discriminant functions for
normal density, Bayes Decision theory: discrete features

3. Maximum-Likelihood and Bayesian Parameter Estimation: Maximum
likelihood estimation, Bayesian estimation, Bayesian parameter estimation:
Gaussian caseand General theory, Prolems of dimentionality, Hidden Markov
Model

4. Nonparametric Techniques: Density estimation, Parzen windows, &~
Nearest-Neighbor estimation, Nearest-Neighbor rule, Matrics and Nearest-
Neighbor classification

5. Linear Discriminants Functions: Linear discriminant functions and decision
surfaces, Generalised linear discriminant functions, 2-Category linearly
separable case, Minimising the Perceptron criterion function, Relaxation
procedure, Non-separable behavior, Minimum squared error procedure, Ho-
Kashyap procedures, Multicategory generalizations

6. Nonmetric Methods: Decision tree, CART, ID3, C4.5, Gramatical methods,
Gramatical interfaces

7. Algorithm Independent Machine Learning: Lack of inherent superiority of
any classifier, Bias and Variance, Resampling for estimating statistic,
Resampling for classifier design, Estimating and comparing classifiers,
Combining classifiers

8. Unsupervised Learning and Clustering: Mixture densities and
Identifiability, Maximum-Likelihood estimations, Application to normal mixtures,
Unsupervised Bayesian learning, Data description and clustering criterion
function for clustering, Hierarchical clustering

9. Applications of Pattern Recognition

BOOKS

Text Books:

1. Duda, Hart, and Stock, “Pattern Classification’’, John Wiley and Sons.
2. Gose, Johnsonbaugh and Jost, * Pattern Recognition and Image analysis’, PHI




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM I1

SUBJECT: Mobile Computing
(ELECTIVE-II)

Lectures: Hrs per week | Theory: 100 Marks |

Objective:

After successful completion of the course student should get knowledge about:
Mobile Computing Architecture, mobile technologies: GSM, Bluetooth, GPRS,
CDMA and should be capable to develop mobile computing applications.

Pre-requisites:
Knowledge of Computer Networks.

DETAILED SYLLABUS

1.Introduction: Mobile Computing, Dialogue Control, Networks, Middleware and
Gateways, Application and Services, Developing Mobile Computing Applications,
Security in Mobile Computing.

2.Mobile Computing Architecture: Internet — The Ubiquitous Network, Architecture
for Mobile Computing, Three-Tier Architecture, Design considerations for Mobile
Computing, Mobile Computing through Internet, Making Existing Applications
Mobile-Enabled.

3.Emerging Technologies: Introduction, Bluetooth, Radio Frequency
Identification, Wireless Broadband, Mobile IP, IPV6, Java card.

4 Mobile Transport Layer: Traditional TCP - Congestion Control, Slow Start, Fast
Retransmit/Fast Recovery, Implications on Mobility, Classical TCP Improvements
- Indirect TCP, Snooping TCP, Mobile TCP, Fast Retransmit/Fast Recovery,
Transmission/Time-Out Freezing, Selective Retransmission, Transaction Oriented
TCP.

5.Support for Mobility: File Systems — Consistency, Coda, Little work, Ficus, Mio-
NFS, Rover, World Wide Web - Hypertext Transfer Protocol, Hypertext Markup
Language, Some Approaches that Might Help Wireless Access, System
Architectures, Wireless Application Protocol - Architecture, Wireless Datagram
Protocol, Wireless Transport Layer Security, Wireless Transaction Protocol,
Wireless Session Protocol, Wireless Application Environment, Wireless Markup
Language, WML script, Wireless Telephony Application, Push Architecture,
Push/Pull Services.

6.Global System for Mobile Communications (GSM): Global System for
Mobile Communications, GSM Architecture, GSM Entities, Call Routing
in GSM, PLMN Interfaces, GSM Addresses and Identifiers, Network
Aspects in GSM, GSM Frequency Allocation, Authentication and
Security.

7.General Packet Radio Service (GPRS): Introduction, GPRS and Packet
Data Network, GPRS Network Architecture, GPRS Network Operations,
Data Services in GPRS, Applications for GPRS, Limitations of GPRS,
Billing and Charging in GPRS.

8.CDMA and 3G: Introduction, Spread-Spectrum Technology, Is-95,
CDMA versus GSM, Wireless Data, Third Generation Networks,
Applications on 3G.

9.Security Issues in Mobile Computing: Introduction, Information




Security, Security Techniques and Algorithms, Security Protocols,
Public Key Infrastructure, Trust, Security Models, Security Frameworks
for Mobile Environment.

BOOKS

Text Books:

1. Talukder Asoke K. and Yavagal Roopa R ,” Mobile Computing
(Technology, Applications and Service Creation) “,Tata Mcgraw-Hill.

2. Jochen Schiller, Addison-Wesley, “Mobile Communications *,2"
Edition.




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM 11

SUBJECT: LABORATORY PRACTICE-II

Practical: 6 Hrs per week Term Work: 100 Marks
Oral: 50 marks

DETAILED SYLLABUS

Experiments/Assignments based on

1. Advanced Database Management Systems
2. Soft Computing

3. Elective- II

The concerned subject in-charge should frame minimum of six laboratory
assignments, two from each subject.




M.E. COMPUTER SCIENCE & ENGINEERING
FIRST YEAR TERM I1

SUBJECT: SEMINAR-II

Practical: 4 Hrs per week Term Work: 100 Marks

DETAILED SYLLABUS

Seminar on related state of the art topic of student’s own choice approved by the
department.

TERM WORK

1. The term-work & presentation of the Seminar-II will be evaluated by
departmental committee consisting of guide and two faculty members of the
department appointed by Director/Principal of the college as per the
recommendation of the Head of the Department.




M.E. COMPUTER SCIENCE & ENGINEERING
SECOND YEAR TERM 1

SUBJECT: SEMINAR-III

Practical: 4 Hrs per week Term Work: 50 Marks
Oral: 50 Marks

DETAILED SYLLABUS

Seminar on special topic. The topic should be on any of the area not included in
the regular curriculum. The report should include detailed study of specific
concept (i.e. analysis, design & implementation.). This can be a theoretical study
or practical implementation approved by the department/guide.

TERM WORK

1. Seminar-III should be conducted at the end of Second Year Term I.

2. The term-work of the Seminar-III will be evaluated by departmental
committee consisting of guide and two faculty members of the department
appointed by Director/Principal of the college as per the recommendation of
the Head of the Department.

3. The Seminar-III presentation will be evaluated by examiners appointed by

University, one of which should be the guide.

Student must submit the Seminar Report in the form of soft bound copy

The marks of seminar-III should be submitted at the end of Second Year Term

I to the University.

vk




M.E. COMPUTER SCIENCE & ENGINEERING
SECOND YEAR TERM 1

SUBJECT: PROJECT STAGE-I

Practical: 18 Hrs per week Term Work: 100 Marks

DETAILED SYLLABUS

Project will consist of a system Development in Software/Hardware. Project Work
should be carried out using Software Engineering principles and practices.

TERM WORK

The term-work of the Project Stage-I will be evaluated by departmental
committee consisting of guide and two faculty members of the department
appointed by Director/Principal of the college as per the recommendation of the
Head of the Department.




M.E. COMPUTER SCIENCE & ENGINEERING
SECOND YEAR TERM 11

SUBJECT: PROGRESS SEMINAR

Term Work: 50 Marks

[y

Progress Seminar should be conducted in the middle of Second Year Term II.

The Progress Seminar Term-Work will

be evaluated by departmental

committee consisting of guide and two faculty members of the department
appointed by Director/Principal of the college as per the recommendation of

the Head of the Department.

Student must submit the progress report in the form of soft bound copy.
The marks of progress seminar should be submitted along with the marks of

Project Stage-II.




M.E. COMPUTER SCIENCE & ENGINEERING
SECOND YEAR TERM 11

SUBJECT: PROJECT STAGE-II

Practical: 18 Hrs per week Term Work: 150 Marks
Oral:100 Marks

DETAILED SYLLABUS

This is continuation of Project Stage-1. The complete System Development in
software/hardware carried out using Software Engineering principles and practices
is expected. It should be a working system either software or hardware or

combination of both.

He/she has to present/publish atleast one paper in reputed National/International
Journal/Conference on his/her Project work before submission of his/her
Thesis/Dissertation.

TERM WORK
1. The Term Work of Project Stage —II will be assessed jointly by the pair of
Internal (Guide) and External examiner along with oral examination of the

Ssame.




North Maharashtra University, Jalgaon
M. E. (Electrical Power System)
Examination Scheme & Structure with Effect from Year 2012-13
FIRST YEAR TERM — 1

Sr. . Teaching Scheme Examination Scheme
No Subject per week
) L P Paper Hrs. | Paper | TW | PR | OR
1 Power. System Optimization 3 _ 3 100 _ _ _
Techniques
Microprocessor and
2 Microcontroller 3 B 3 100 - - h
Power System Planning &
3 Reliability 3 B 3 100 B B B
4 | Power System Dynamics 3 -- 3 100 -- -- --
5 | Elective — 1 3 -- 3 100 - - --
6 | Laboratory Practice — I -- 6 -- -- 100 | -- | 50
7 | Seminar — 1 -- 4 -- -- 100 | -- -
Total 15 10 -- 500 | 200 | -- | 50
Grand Total 25 750
Elective — 1
1. FACTs & Power Quality
2. Artificial Intelligence and its Applications in Power Systems
3. Renewable Energy Sources
4. Power Sector Economics, Management and Restructuring
FIRST YEAR TERM — 11
Sr. . Teaching Scheme Examination Scheme
No Subject per week
) L P Paper Hrs. | Paper | TW | PR | OR
1 Computer Methods Power 3 _ 3 100 B B B
System Analysis
Digital Signal Processing 3 -- 3 100 -- -- --
3 Power System Modeling & 3 _ 3 100 B B B
Control
4 High Vqltgge Power 3 _ 3 100 _ _ _
Transmission
5 | Elective - 11 3 - 3 100 - - -
6 | Laboratory Practice — 11 -- 6 -- -- 100 | -- | 50
7 | Seminar — 11 -- 4 -- - 100 | -- -
Total 15 10 -- 500 | 200 | -- | 50
Grand Total 25 750

Elective — I1

1. Advanced Power System Protection
2. Power Electronics Applications in Power Systems

3. EHV Transmission Systems
4. Power System Design




North Maharashtra University, Jalgaon
M. E. (Electrical Power System)
Examination Scheme & Structure with Effect from Year 2012-13
SECOND YEAR TERM -1

Teaching
Sr Scheme per Examination Scheme
’ Subject week
No.
L P Paper Hrs. | Paper | TW | PR | OR
1 Seminar —I11 -- 4 -- -- 50 -- 50
2 | Project Stage — 1 -- 18 -- -- 100 -- --
Total - 22 -- -- 150 | -- 50
Grand Total 22 200
SECOND YEAR TERM - 11
Teaching
Sr Scheme per Examination Scheme
’ Subject week
No.
L P Paper Hrs. | Paper | TW | PR | OR
1 | Progress Seminar -- -- -- -- 50 -- --
2 | Project Stage — 11 -- 18 -- -- 150 -- 100
Total - 18 -- -- 200 | -- 100
Grand Total 18 300




SEMESTER-I
1. Power System Optimization Techniques

Teaching Scheme: Examination Scheme:
Lectures: 3 Hrs. /Week Theory Paper: 100 Marks
Duration: 3 hours

1) Introduction to optimization and classical optimization techniques, Linear
Programming: Standard form, geometry of LPP, Simplex Method P.F. solving LPP,
revised simplex method, duality, decomposition principle, and transportation problem.

2) Non-Linear Programming (NLP): One dimensional methods, Elimination methods,
Interpolation methods Unconstrained optimization techniques-Direct search and
Descent methods, constrained optimization techniques, direct and indirect methods.

3) Dynamic Programming: Multistage decision processes, concept of sub-optimization
and principle of optimality, conversion of final value problem into an initial value
problem. CPM and PERT

4) Genetic Algorithm: Introduction to genetic Algorithm, working principle, coding of
variables, fitness function. GA operators; Similarities and differences between GAs
and traditional methods; Unconstrained and constrained optimization.

5) Applications to Power system: Economic Load Dispatch in thermal and Hudro-thermal
system using GA and classical optimization techniques, Unit commitment problem,
reactive power optimization. Optimal power flow, LPP and NLP techniques to optimal
flow problems.

Reference books:

“Optimization - Theory and Applications”, By S.S.Rao, Wiley-Eastern Limited

b. “Introduction of Linear and Non-Linear Programming”, By David G. Luenberger,
Wesley Publishing Company

“Computational methods in Optimization “,By Polak, Academic Press
“Optimization Theory with Applications” By Pierre D.A., Wiley Publications

e. “Operations Research” By D. S. Hira & P. K. Gupta , S Chand Publications

&

oo



1)

2)

3)

4)

5)

2. Microprocessor and Microcontroller

Teaching Scheme: Examination Scheme:
Lectures: 3 Hrs. /Week Theory Paper: 100 Marks
Duration: 3 hours

Overview of 8086 : Architecture, instruction including I/O instructions, Addressing
modes, interrupt structure, ISR minimum and maximum mode, Assembly Language
Programmes on 16-bit multiplication, 16-bit by 8-bit division, bubble sort,
palindrome. Hardware and Software debugging aids: 1 Pass and 2 Pass assemblers,
cross assemblers, circuit emulators, simulators, linkers, loaders, compiler, cross
compiler, Types of interfacing devices-—2>Latches(74373), Buffers(74244/245).

8051 Architecture: 8051 Microcontroller Hardware, Input/output. Pins, ports, and
circuits, External Memory, Counter and Timers, Serial Data input/ output, Interrupts
Assembly language programming concepts : The mechanics of programming, The
assembly language programming process, PAL instructions, Programming tools and
techniques, Programming the 8051 Moving Data : Addressing modes, external data
moves, code memory read only data moves, push and pop -op codes, data exchanges

Logical Operations : Byte level logical operations, bit level logical operations,
rotate and swap operations Arithmetic Operations : Flags, incrementing and
decrementing, addition, subtraction, multiplication and division, decimal arithmetic
Jumps and Call Instructions : The jump and call program range, jumps, calls and
subroutines, interrupts and returns

8051 Microcontroller Design : Microcontroller specification, microcontroller design,
testing the design, timing subroutines, look up tables for the 8051, serial data
transmission

Applications: Keyboard, displays>LED & LCD, pulse measurement, D/A and A/D
conversion, multiple interrupts Serial Data Communication: Network
Configuration, 8051 Data Communication.

Reference books:

a. “The 8051 Micro Controller : Architecture, Programming,” By Kenneth J.Ayala,
Penram International, Mumbai.

b. Intel Embeded Micro Controller Data Book, Intel Corporation.

c. “Microprocessor and Digital Systems” By D.V Hall, ELBS Publication, London.

d. “Advance Microprocessors and Micro Controllers” By B.P.Singh,, New Age
International, New Delhi.

e. “Microprocessors and Interfacing” By D.V Hall, Tata McGraw Hill Publication,
New Delhi.

f. “Microcomputer Systems: the 8086/8088 Family, Architecture, Programming and
Design” By Y.C Liu, Gibson, Prentice Hall of India Publications, New Delhi.

g “Introduction to Microprocessor, Software, Hardware and Programming” By
Lance A. Leventhal,

h. “Microprocessor Architecture, Programming and Applications with the 8085” By
Ramesh S.Gaonkar, Penram International, Mumbai.

1. “8051 microcontroller and embedded system” By Muhammad Ali Mazidi, Janice
Mazidi, Rollin McKinlay, Pearson Second Edition



1)

2)

3)

4)

5)

3. Power System Planning & Reliability

Teaching Scheme: Examination Scheme:
Lectures: 3 Hrs. /Week Theory Paper: 100 Marks
Duration: 3 hours

Load Forecasting : Introduction, Factors affecting Load Forecasting, Load Research,
Load Growth Characteristics, Classification of Load and Its Characteristics, Load
Forecasting Methods - (i) Extrapolation (ii) Co-Relation Techniques, Energy
Forecasting, Peak Load Forecasting, Reactive Load Forecasting, Non-Weather
sensitive load Forecasting, Weather sensitive load Forecasting, Annual Forecasting,
Monthly Forecasting, Total Forecasting.

System Planning : Introduction, Objectives & Factors affecting to System Planning ,
Short Term Planning, Medium Term Planning, Long Term Planning, Reactive Power
Planning.

Reliability : Reliability, Failure, Concepts of Probability, Evaluation Techniques (i)
Markov Process (i1) Recursive Technique, Stochastic Prediction of Frequency and
Duration of Long & Short Interruption, Adequacy of Reliability, Reliability Cost.

Generation Planning and Reliability : Objectives & Factors affecting Generation
Planning, Generation Sources, Integrated Resource Planning, Generation System
Model, Loss of Load (Calculation and Approaches), Outage Rate, Capacity
Expansion, Scheduled Outage, Loss of Energy, Evaluation Methods. Interconnected
System, Factors Affecting Interconnection under Emergency Assistance.

Transmission Planning and Reliability: Introduction, Objectives of Transmission
Planning, Network Reconfiguration, System and Load Point Indices, Data required
for Composite System Reliability.

Distribution Planning and Reliability: Radial Networks — Introduction, Network
Reconfiguration, Evaluation Techniques, Interruption Indices, Effects of Lateral
Distribution Protection, Effects of Disconnects, Effects of Protection Failure, Effects
of Transferring Loads, Distribution Reliability Indices. Parallel & Meshed Networks -
Introduction, Basic Evaluation Techniques, Bus Bar Failure, Scheduled Maintenance,
Temporary and Transient Failure, Weather Effects, Breaker Failure

Reference Books :

®

“Modern Power System Planning” By X. Wang & J . R. McDonald, McGraw Hill

b. “Electrical Power Distribution Engineering” By T. Gonen, McGraw Hill Book
Company

c. “Generation of Electrical Energy” By B.R. Gupta, S. Chand Publications

d. “Electrical Power Distribution” By A.S. Pabla, Tata McGraw Hill Publishing
Company Ltd.

e. “Electricity Economics & Planning” By T.W Berrie, Peter Peregrinus Ltd.,
London.

f  “Power System Planning” By R N. Sulivan , McGraw Hill



4. Power System Dynamics

Teaching Scheme: Examination Scheme:
Lectures: 3 Hrs. /Week Theory Paper: 100 Marks
Duration: 3 hours

1) Requirement of reliable power system, Basic concepts of stability, Reliable electrical
power service, Stability of Synchronous machines, Tie line oscillations, Method of
simulation.

2) Synchronous Machines: Review of synchronous machine equations, parameters,
Equations in a-b-c¢ phase co-ordinates and Park’s co-ordinates, Representation of
external system, Low and High order state models, Choice of state variables. Initial
state equivalent circuit, Phasor diagram p.u. reactance. System Response to Large
Disturbances: System of one machine against infinite bus, Classical Model,
Mechanical and electrical torques, Critical clearing angle and time, Automatic
reclosing, Pre calculated Swing curves and their use.

3) System Response to Small Disturbances: Two machine system with negligible losses,
Clarke diagram for two machine series reactance system, Extension of Clarke diagram
to cover any reactance network, Equation for steady State Stability limit, Two-
Machine system with losses, Effect of inertia. Effect of governor, action,
Conservative criterion for stability, Effect of saliency, saturation and short circuit
ratio on steady state power limits.

4) Regulated Synchronous Machines: Demagnetizing effect of armature reaction and
effect of small speed changes, Modes of oscillations of unregulated multimachine
system. Voltage regulator and governor with delay Distribution of power impacts.

5) Effect of Excitation on Stability: Effect of excitation on generator power limits,
transients and dynamic stability, Examination of dynamic stability by Routh’s
criterion, Root locus analysis of a regulated machine connected to an infinite bus.
Approximate System representation, Supplementary Stabilizing Signals, Linear
analysis of stabilized generator.

Reference Books :

“Synchronous Machines” By C.Concordia, John Wiley & Sons.

“Power System Stability” By E.-W Kimbark, Dover Publication, Vol.-3

“Power System Control & Stability” By Anderson, Galgotia Publ.

“Power System Stability” By S.B. Crary, John Wiley & Sons.

“Modern Power System Analysis” By Nagrath 1. J. & Kothari D. P.,Tata McGraw
Hill Publication New Delhi

e o



1)

2)

3)

4)

5)

ELECTIVE-I
i. FACTs & Power Quality

Teaching Scheme: Examination Scheme:
Lectures: 3 Hrs. /Week Theory Paper: 100 Marks
Duration: 3 hours

Steady state and dynamic problems in AC systems, Flexible AC transmission systems
(FACTS), principles of series shunt compensation.

Description of static var compensation (SVC), thyristor controlled series
compensation (TCSC) static phase shitters (SPS), static condenser (STATCON),
static synchronous series compensator (SSSC) and unified power flow controller
(UPFC), modeling and analysis of FACTS controllers, control strategies to improve
system stability.

Power quality problems in distribution systems, Harmonics, Harmonics creating
loads, modeling.

Harmonic propagation, series and parallel resonance, harmonic power flow,
mitigation of harmonics, filters, passive filters, active filters, shunt and series hybrid
filters, voltage sag and swells.

Voltage flicker, mitigation of power quality problems using power electronics
conditioners, IEEE standards.

Reference Books :

a. “Understanding FACTS” By Hingorani & Gyugui, IEEE press.

b. “FACTS Controllers in Transmission & Distribution” By K. R. Padiyar. New Age
Publication.

c. “Power Quality” By G.T.Heydt , Stars in a Circle Publication, Indiana, 1991.

d. “Static Reactive Power Compensation” By E.J.E.Miller John Wiley & Sons, New
York, 1982.

e. Recent Publications on Power Systems and Power Delivery.



ii. Artificial Intelligence and its Applications in Power Systems

Teaching Scheme: Examination Scheme:
Lectures: 3 Hrs. /Week Theory Paper: 100 Marks
Duration: 3 hours

1) Introduction to Artificial Intelligence: Introduction, Fuzzy systems, Artificial
Neural Network (ANN), Expert Systems, Genetic Algorithm, Evolutionary
Programming. Biological neurons: Function of single biological neuron, function of
artificial neuron, Basic terminology related to artificial neuron. Characteristics of
ANN, Typical applications of ANN such as classification, pattern recognition,
forecasting Properties, strength of NN.

2) Different Architectures of ANN and Learning Processes : Different architectures
of Neural Network, types of activation function, concept of Learning with a Teacher,
Learning without a Teacher, Learning Tasks (Any two learning methods and
applications)

3) Single Layer Network and Multi-layer Network : Single Layer Perception:
architecture — training algorithm, Least — Mean square algorithm, learning curves,
Learning Rate, Annealing techniques. Feed forward Neural Network(MLP) , Back
propagation algorithm. Limitation of Back propagation algorithm. Concept of
learning rate, momentum coefficient, Generalization capacity

4) Fuzzy Mathematics : Basic concept of Fuzzy Logic, Fuzzy set — Basic definition —
Mambership function, Operations of fuzzy sets.

5) Fuzzy Theory : Fuzzy relations - Fuzzy graphs - Fuzzy analysis — Propositional
logic, predictive logic, Fuzzy set theory.
Al Applications in Power Systems : Application of ANN and Fuzzy logic in Power
System Planning, Operation and control — load forecasting, Unit Commitment, Load
Dispatch and Protection.

Reference Books:

a. “Neural Networks, Fuzzy Logic & Genetic Algorithms Synthesis & Applications”
By S. Rajsekaram, G. A. Vijayalaxmi Pai, Practice Hall India

b. “Introduction to Neural Network Using MATLAB 6.0” By S. N. Sivanandam, S.
Sumathi, S. N. Deepa, , Tata McGraw Hill

c. “'Fuzzy Sets, Uncertainty and Information” By George Klir & Tina. A. Folger,
Prentice Hall of India Pvt. Ltd

d. “Artificial Intelligence” By G. F. Luger and W. A. Stubblefield, Redwood City,
CA: Benjamin Cummings, 1993.

e. “Fundamentals of Artificial Neural Network” By Mohamed H. Hassoun, Practice
Hall India.

f  “Introduction to Artificial Intelligence” By Eugene Charniat, Drew McDermott,
Pearson Education.

g. “An Introduction to Neural Networks” By James A. Anderson, Practice Hall India
Publication.






iv. Power Sector Economics, Management and Restructuring

Teaching Scheme: Examination Scheme:
Lectures: 3 Hrs. /Week Theory Paper: 100 Marks
Duration: 3 hours

1) Power Sector in India

Introduction to various institutions in Indian Power sector such as CEA, Planning
Commissions, PFC, Ministry of Power, state and central governments, REC, utilities
and their roles. Critical issues / challenges before the Indian power sector, Salient
features of Electricity act 2003, Various national policies and guidelines under this
act.

2) Power sector economics and regulation

Typical cost components and cost structure of the power sector, Different methods of
comparing investment options, Concept of life cycle cost , annual rate of return ,
methods of calculations of Internal Rate of Return(IRR) and Net Present Value(NPV)
of project, Short term and long term marginal costs, Different financing options for
the power sector. Different stakeholders in the power sector, Role of regulation and
evolution of regulatory commission in India, types and methods of economic
regulation, regulatory process in India.

3) Power Tariff

Different tariff principles (marginal cost, cost to serve, average cost), Consumer tariff
structures and considerations, different consumer categories, telescopic tarift, fixed
and variable charges, time of day, interruptible tariff, different tariff based penalties
and incentives etc., Subsidy and cross subsidy, life line tariff, Comparison of different
tariff structures for different load patterns. Government policies in force from time to
time. Effect of renewable energy and captive power generation on tariff.
Determination of tariff for renewable energy.

4) Power sector restructuring and market reform

Different industry structures and ownership and management models for generation,
transmission and distribution. Competition in the electricity sector- conditions,
barriers, different types, benefits and challenges Latest reforms and amendments.
Different market and trading models / arrangements, open access, key market entities-
ISO, Genco, Transco, Disco, Retailco, Power market types, Energy market, Ancillary
service market, transmission market, Forward and real time markets, market power.

5) Electricity Markets Pricing and Non-price issues

Electricity price basics, Market Clearing price (MCP), Zonal and locational MCPs.
Dynamic, spot pricing and real time pricing, Dispatch based pricing, Power flows and
prices. Optimal power flow Spot prices for real and reactive power. Unconstrained
real spot prices, constrains and real spot prices. Non price issues in electricity
restructuring (quality of supply and service, standards of performance by utility,
environmental and social considerations) Global experience with electricity reforms
in different countries.

Reference Books :

a.

b.

“Know Your Power”, A citizens Primer On the Electricity Sector, Prayas Energy Group,
Pune

Sally Hunt, “Making Competition Work in Electricity”, 2002, John Wiley Inc

Electric Utility Planning and Regulation, Edward Kahn, American Council for

Energy Efficient Economy



LABORATORY PRACTICE-1

Teaching Scheme: Examination Scheme:
Practical: 6 Hrs. /Week Term Work: 100 Marks
Oral: 50 Marks

Term work shall consist of record of minimum eight experiments using
Engineering Computation Software such as MATLAB, SCILAB, PSCAD, ETAP,
with moderate to high complexity /assignments based on syllabus of subjects from
Semester-1



SEMINAR-1

Teaching Scheme: Examination Scheme:
Practical: 4 Hrs. /Week Term Work: 100 Marks

Each student is required to deliver a seminar in first semester on the topic of
his’her own choice. The topic of the seminar should be out of the syllabus and
relevant to the latest trends in Electrical Power Systems.

The topic will be decided by the student, Guide and Head of department.
Each student will make seminar presentation with audio/video aids, for the duration of
45 minutes and seminar work shall be in format of report to be submitted by the
student at the end of semester.

The report copies must be duly signed by Guide and Head of department. (One
copy for institute, one copy for guide and one copy for candidates for certification).
The student is expected to submit the seminar report in standard format. Attendance
of all students for all seminars is compulsory.



SEMESTER-IT

1. COMPUTER METHODS IN POWER SYSTEM ANALYSIS
Teaching Scheme: Examination Scheme:
Lectures: 3 Hrs. /Week Theory Paper: 100 Marks
Duration: 3 hours
1) Representation of power systems for computerized analysis: Mathematical models of
synchronous generator for steady state and transient analysis, Transformer with tap
changer, transmission line, phase shifter and loads.

2) Topology of Electric Power System-Network Graphs, Incidence matrices,
fundamental loop and cutset matrices, primitive impedance and admittance matrices,
equilibrium equations of networks. Singular and nonsingular transformation of
network matrices.

3) Formation of bus impedance and admittance matrices by algorithm - Modification of
bus impedance and admittance matrix to account for change in networks. Derivation
of loop impedance matrix. Three phase network elements-transformation matrix -
incidence and network matrices for three phase network. Algorithm for formulation of
three - phase bus impedance matrix.

4) Short Circuit Studies: Three phase network, Symmetrical components. Thevenin’s
theorem and short circuit analysis of multi node power systems using bus impedance
matrix. Short circuit calculations for balanced and unbalanced short circuits bus
impedance and loop impedance matrices, Stability studies- Solution of state equation
by modified Eular method and solution of network equations by Gauss-Seidal
interactive method

5) Load flow studies : Slack bus, load buses, voltage control buses, Load flow equations,
Power flow model using bus admittance matrix, Power flow solution through Gauss-
Seidal and N-R methods - sensitivity analysis, Second order N-R method, fast
decoupled load flow method - Sparsity of matrix. Multi area power flow analysis with
the line control.

Reference Books :

a. “Computer Methods in Power System Analysis” By G.W. Stagg, A .H Elabiad,
McGraw Hill Book Co.

b. “Computer Techniques in Power System Analysis” By M.A. Pai, Tata McGraw Hill
Publication.

c. “Electric Energy System Theory” By O.1 Elgard, Tata McGraw Hill Publication.

d. “Computer Aided Power System Operation and Analysis” By R.N.Dhar, Tata
McGraw Hill Publication.

e. “Modern Power System Analysis” By L.J.Nagrath, D.E Kothar, Tata McGraw Hill,
New Delhi.



2. Digital Signal Processing
Teaching Scheme: Examination Scheme:
Lectures: 3 Hrs. /Week Theory Paper: 100 Marks

Duration: 3 hours

1) Characterization & Classification of Digital Signals. Digital Signal Processing of
continuous signals. Discrete time signals - sequences, representation of signals on
orthogonal basis, sampling, aliasing, quantization & reconstruction of signals.

2) Discrete systems-attributes, z-transform, analysis of LTI system. Frequency analysis,
inverse systems, Discrete Fourier transforms, Fast Fourier implementation of discrete
time system.

3) Digital filters - structures, sampling, recursive, non-recursive A to D & D to A
conversion. FIR, TIR & lattice filter structures, Design of FIR digital filters. Window
method, Park-McCellan’s method. Design of IIR digital filters. Butterworth,
Chebyshev.

4) Elliptic approximations, low-pass, band-pass, band-stop & high-pass filters. Effect of
finite register length in FIR filter design. Multirate signal processing-motivation-
application, decimation & interpolation, sample rate conversion, polyphase
implementation of sampling rate conversion, Filter bank theory-DFT filter banks,
Adaptive filtering theory.

5) DSP Processors and Applications - DSP Microprocessor architectures, fixed point,
floating point precision, algorithm design, mathematical, structural and numerical
constraints, DSP programming, filtering, data conversion; communication
applications. Real time processing considerations including interrupts.

Reference Books :

a. “Digital Signal Processing Principles, Algorithm and Applications” By J.G.Proakis
and D.G.Manolakis °* Prentice Hall 1997

b. “Discrete Time Signal Processing” By A.V.Oppenheim, R.W Schafer, John Wiley.

c. “Introduction to Digital Signal Processing” By J.R. Johnson,Prentice Hall 1992

d. “Digital Signal Processing” By D.J Defatta, J.G.Dulas. Hodgekiss, J. Wiley and
Sons Singapore, 1988

e. “Theory & Applications of Digital Signal Processing” By L.R . Rabiner & B. Gold ,
Prentice Hall, 1992
f. “Digital Signal Processing:A Practical Approch” By Emmanuel Ifeachor, Prof.

Barrie Jervis, Prentice Hall



3. Power System Modeling & Control
Teaching Scheme: Examination Scheme:

Lectures: 3 Hrs. /Week Theory Paper: 100 Marks
Duration: 3 hours

1) Transient response and concept of stability in Electrical Power System. Modelling of
Power System. Control of voltage, frequency and tie-line power flows, Q-V and P-f
control loops, mechanism of real and reactive power control.

2) Mathematical model of speed governing system. Turbine governor as affecting the
power system dynamics. Transient and steady state response in the interconnected
power systems. Excitation systems. Transformation model of exciter system. Analysis
using block diagrams.

3) Power systems stabilizers. Dynamic stability (small disturbances), effect of excitation
control and turbine dynamics, characteristic equation, method of analysis of the
stability of power system. Multi machine systems, Flux decay effects. Multi machine
systems with constant impedance loads, matrix representation of a passive network in
the transient state, converting to a common reference frame. Converting machine co-
ordinates to system reference, relation between machine current and voltages, system
order, machine represented by classical methods.

4) Net interchange tie-line bias control. Optimal, sub-optimal and decentralized
controllers. Discrete mode AGC. Time - error and inadvertent interchange correction
techniques. On-line computer control. Distributed digital control.

5) Data acquisition systems. Emergency control, preventive control, system, System
wide optimization, SCADA. Self excited electro-mechanical oscillations in power

system and the means for control.

Reference Books :

a. “Transient Processes in Electrical Power System” By V.Venlkov ,Mir Publication,

Moscow.

b. “Electric Energy Systems Theory” By Olle L. Elgard , Tata McGraw Hill Pub. Co.,
New Delhi.

c. “Power System Control and Stability” By Anderson P.M. & Foaud A A., Galgotia
Pub.

d. “Modern Power System Analysis” By Nagrath LJ., Kothari D.P. , Tata McGraw
Hill Pub. Co., New Delhi.



4. High Voltage Power Transmission
Teaching Scheme: Examination Scheme:
Lectures: 3 Hrs. /Week Theory Paper: 100 Marks
Duration: 3 hours

HIGH VOLTAGE AC TRANSMISSION

1) Engineering Aspects of EHV AC Transmission System: Principles, configuration,
special features of high voltage AC lines, power transfer ability, reactive power
compensation, audible noise, corona bundle conductors, electric field, right of way,
clearances in a tower, phase to phase, phase to ground, phase to tower, factors to be
considered, location of ground wire, angle of protection, tower configuration.
Principles of radio interference, origin of radio interference, method of propagation,
factors to be considered in line design.

2) Power System Transients: Introduction, circuit closing transients, sudden
symmetrical short circuit of alternator, recovery transients due to removal of short
circuit, traveling waves on transmission lines, wave equation, surge impedance and
wave velocity, specifications of traveling waves, reflection and refraction of waves,
typical cases of line terminations , equivalent circuit for traveling wave studies, forked
lines, reactive termination, successive reflections, Bewley lattice diagram, attenuation
and distortion, arcing grounds, capacitance switching, current chopping, lightning
phenomenon, over voltages due to lightning, line design based on direct strokes,
protection of systems against surges, statistical aspects of insulation co-ordination.

HIGH VOLTAGE DC TRANSMISSION

3) General Background : EHV AC versus HVDC Transmission, power flow through
HVDC link, equation for HVDC power flow, effect of delay angle and angle of
advance, bridge connections, waveform of six pulse and twelve pulse bridge
converter, commutation, phase control, angle of extinction, control of DC voltage,
connections of three phase six pulse and twelve pulse converter bridges, voltage and
current waveforms.

4) Bipolar HVDC terminal, converter transformer connections, switching arrangements
in DC yard for earth return to metallic return, HVDC switching system, switching
arrangements in a bipolar HVDC terminal, sequence of switching operations, HVDC
circuit breakers, DC current interruption, commutation principle, probable types and
applications of HVDC circuit breakers, multi-terminal HVDC systems, parallel
tapping, reversal of power, configurations and types of multi-terminal HVDC
systems, commercial multi terminal systems.

5) Faults and abnormal condition in bipolar, two terminal HVDC system, pole-wise
segregation, protective zones, clearing of DC line faults and reenergizing, protection
.of converters, transformer, converter valves, DC yards, integration of protection and
controls, hierarchical levels of control, block diagram, schematic diagram, current
control, power control, DC voltage control, commutation channel, master control,
station control, lead station, trail station, pole control, equidistant firing control,
synchronous HVDC link, asynchronous HVDC Link.



Reference Books:

a.

“An Introduction to High Voltage Engineering” By Subir Ray, Prentice Hall of India
Private Limited, New Delhi — 110 001.

“HVDC Transmission” By Adamson C., Hingorani N.G., IEEE Press

“Power Transmission” By DC Uhimann E.

“HVAC and HVDC Transmission, Engineering and practice” By S. Rao, Khanna
Publisher, Delhi.

“Electric Power Systems” By B.M. Weddy and B.J.Cory, John Wiely and Sons,
Fourth edition (2002)

“Power System Analysis and Design” By J.Duncan Glover, Mulukutla S.Sarma,
Thomson Brooks/cole /Third Edition (2003)

“Power System Analysis and Design” By B.R. Gupta, S.Chand and Company (2004)



ELECTIVE-II

i. Advanced Power System Protection

Teaching Scheme: Examination Scheme:
Lectures: 3 Hrs. /Week Theory Paper: 100 Marks
Duration: 3 hours

1) Review of principles of power system equipments protection, configuration of various
solid state protection scheme, evolution of digital relays from electromechanical
relays,

2) performance & operational characteristics of digital protection, Basic elements of
digital filtering, analog multiplexers, conversions of system: the sampling theorem,
signal aliasing error, sample & hold circuit, multiplexers, analog to digital conversion,
digital filtering concepts, A digital relay. Hardware & Software.

3) Mathematical background to protectional algorithm, first derivative (Mann &
Morrison) algorithm, Fourier algorithm- full cycle window algorithm, fractional cycle
window algorithm,

4) Walsh function based algorithm, least square based algorithm, differential equation
based algorithm, travelling wave based technique.

5) Digital differential protection of transformer, digital line differential protection, recent
advances in digital protection of power system.

Reference Books:

a. “Digital Protection for Power System” By A.T.Johns and SK.Salman, Peter,
Published by Peter Peregrinus Ltd. on behalf of the IEE, London, U K.

b. “Power System Protection and Switchgear” By Badri Ram and D.N.Vishvakarma,
Tata McGraw Hill, New Delhi.

c. “Transmission Network Protection” By Theory and Practice, Y.G Paithankar, Marcel
Dekker, New York, U.S A.

d. “Fundamentals of Power System Protection” By Y.G Paithankar and S R. Bhide,
Prentice Hall of India, New Delhi.



ii. Power Electronics Applications in Power Systems

Teaching Scheme: Examination Scheme:
Lectures: 3 Hrs. /Week Theory Paper: 100 Marks
Duration: 3 hours

1) Power Electronic Controllers: Basics, challenges and needs, static power converter
structures, AC controller based structures, D.C. link converter topologies, converter
output and harmonic control, power converter control issues.

2) Shunt Compensation: SVC and STATCOM: Operation and control of SVC,
STATCOM configuration, control & applications.
Series Compensation: Principle of operation, application of TCSC for damping of
electromechanical oscillations, application of TCSC for mitigation of sub-
synchronous resonance, TCSC layout and protection, static synchronous series
compensator (SSSC).

3) Unified Power Flow Controller: Steady state operation, control and characteristics,
introduction to transient performance, power flow studies in UPFC embedded
systems, Operational constraints on UPFC.

4) Other FACTS Controllers: Circuit, model and operating features of Dynamic
Voltage Regulator(DVR), Thyristor Controlled Braking Resistors (TCBR), Thyristor
Controlled Phase Angle Regulator(TCPAR), comparison of all FACTS controllers.

5) Control Strategies and co-ordination : Conventional control, Hysterisis control,
Artificial Neural Network, fuzzy logic controls, comparison between different control

schemes, co-ordination between different FACTS controllers.

Reference Books:

a. “Flexible A.C. Transmission Systems (FACTS)” By Yong Hua Song and Johns (IEE
Power and Energy Series 30)

b. “Thyristor based FACTS controllers” By Mathur & Verma (IEEE Press, New York)

c. “Sub-synchronous Resonance” By K.R. Padiyar, B.S. Publications, Hyderabad.

d. “FACT’s Controllers in Transmission & Distribution” by K.R. Padiyar New Age
Publishers ,Delhi, May 2007



tii. EHV Transmission Systems

Teaching Scheme: Examination Scheme:
Lectures: 3 Hrs. /Week Theory Paper: 100 Marks
Duration: 3 hours

1) Basic Aspects of A.C. Power Transmission, Power-Handling Capacity and Line Loss,
Surface Voltage Gradient on Conductors, Electrostatic Field of EHV Lines.
Measurement of Electrostatic Fields. Electromagnetic Interference. Traveling Waves
and Standing Waves, Line Energization with Trapped - Charge Voltage. Reflection
and Refraction of Traveling Waves. Transient Response of Systems with Series and
Shunt Lumped Parameters. Principles of Traveling-Wave Protection

2) Lightning & Lightning Protection, Insulation Coordination Based on Lightning

3) Over Voltages in EHV Systems Caused by Switching Operations, Origin of Over
Voltages and their Types, Over Voltages Caused by Interruption of Inductive and
Capacitive Currents, Ferro-Resonance Over Voltages, Calculation of Switching
Surges, Power Frequency Voltage Control and Over Voltages, Power Circle Diagram.

4) Reactive Power Flow and Voltage Stability in Power Systems. Steady - State Static
Real Power and Reactive Power Stability, Transient Stability, Dynamic Stability.
Basic Principles of System Voltage Control. Effect of Transformer Tap Changing in
the Post- Disturbance Period, Effect of Generator Excitation Adjustment, Voltage
Collapse in EHV Lines, Reactive Power Requirement for Control of Voltage in Long
Lines. Voltage Stability.

5) Power Transfer at Voltage Stability Limit of EHV Lines, Magnitude of Receiving End
Voltage at Voltage Stability Limit. Magnitude of Receiving End Voltage During
Maximum Power Transfer. Magnitude of Maximum Power Angle at Voltage Stability
Limit. Optimal Reactive Power at Voltage Stability Limit.

Reference Books:

a. “Performance, operation & control of EHV power transmission system”
A. Chakrabarti, D P. Kothari, A K. Mukhopadhyay, wheeler publications

b. ”Extra high-voltage A.C. transmission Engineering” By Rakash Das Begamudre, New
Age International Pvt. Ltd.

c. “EHVAC & HVDC Transmission Engineering & Practice” By S. Rao, Khanna
Publications



1)

2)

3)

iv. Power System Design

Teaching Scheme: Examination Scheme:
Lectures: 3 Hrs. /Week Theory Paper: 100 Marks

Duration: 3 hours

Power System Components, Location of Main Generating Stations and Substations,
Interconnections, Load Dispatch Centers

Design of Transmission Lines, Selection of Voltage, Conductor Size, Span, Number
of Circuits, Conductor Configurations, Insulation Design, Mechanical Design of
Transmission Line, Towers, Sag- Tension Calculations

Design of EHV Transmission Line Based Upon Steady State Limits and Transient
Over Voltage, Design Factors Under Steady States, Design of 400kV, 1000MW
Medium and Long Transmission Line Without and with Series Capacitance
Compensation and Shunt Reactors at Both Ends, 750K VLong Transmission Line with
Only Shunt Reactors. Extra High Voltage Cable Transmission, Design Basis of Cable
Insulation, Search Performance of Cable Systems, Laying of Power Cables

4) Vigorous Solution of Long Transmission Line, Interpretation of Long Line Equations,

5)

Ferranti Effect, Tuned Power Lines, Equivalent Circuit of Long Line, Power Flow
Thorough Transmission Line and Methods of Voltage Control

Power System Earthing, Earth Resistance, Tolerable and Actual Step and Touch
Voltages, Design of Earthing Grid, Concrete Encased Electrodes, Tower Footing
Resistance, Impulse Behavior of Earthing System

Reference Books:

oo o

“Electrical Power System Design” By M. V. Deshpande, Tata McGraw Hill

. “Power System Analysis and Design” By B.R.Gupta, Wheeler Publishing co.

“Power System Engineering” By 1.J Nagrath & D. P. Kothari, Tata Mc Graw Hill

. “Extra high-voltage A.C. transmission Engineering” By Rakosh Das Begamudre,

New Age International Pvt. Ltd.
“EHV AC & HVDC Transmission Engineering & Protection” By S.S.Rao, Khanna
Publishers



LABORATORY PRACTICE-II

Teaching Scheme: Examination Scheme:
Practical: 6 Hrs. /Week Term Work: 100 Marks
Oral: 50 Marks

Term work shall consist of record of minimum eight experiments using
Engineering Computation Software such as MATLAB, SCILAB, PSCAD, ETAP,
with moderate to high complexity /assignments based on syllabus of subjects from
Semester-11



SEMINAR-11

Teaching Scheme: Examination Scheme:
Practical: 4 Hrs. /Week Term Work: 100 Marks

Each student is required to deliver a seminar in second semester on the topic
of his/her own choice. The topic of the seminar should be out of the syllabus and
relevant to the latest trends in Electrical Power Systems.

The topic will be decided by the student, Guide and Head of department.
Each student will make seminar presentation with audio/video aids, for the duration of
45 minutes and seminar work shall be in format of report to be submitted by the
student at the end of semester.

The report copies must be duly signed by Guide and Head of department. (One
copy for institute, one copy for guide and one copy for candidates for certification).
The student is expected to submit the seminar report in standard format. Attendance
of all students for all seminars is compulsory.



SEMESTER-III

SEMINAR-IIT

Teaching Scheme: Examination Scheme:
Practical: 4 Hrs. /Week Term Work: 50 Marks
Oral: 50 Marks

Each student will select a topic in the area of electrical engineering, related to
M. E. Project Stage-I.

The topic will be decided by the student, guide and Head of department. Each
student will make seminar presentation with audio/video aids, for the duration of 45
minutes and seminar work shall be in format of report to be submitted by the students
at the end of semester.

The report copies must be duly signed by guide and Head of department. (One
copy for institute, one copy for guide and one copy for candidates for certification).
The student is expected to submit the seminar report in standard format. Attendance
of all students for all seminars is compulsory.



PROJECT STAGE-I

Teaching Scheme: Examination Scheme:
Practical: 18 Hrs. /Week Term Work: 100 Marks

Project Stage — I is the integral part of the dissertation project. The project
should be based on the knowledge acquired by the student during the coursework and
should contribute to the needs of the society.

The project aims to provide an opportunity of designing and preparing
complete system or subsystems in an area where the student like to acquire
specialized skills. The student should present the progress of the project. It will
consist of problem statement, literature survey; project overview and scheme of
implementation (block diagram, algorithm, program, PERT chart, etc.)

The term work should be continuously evaluated as per the norms/guidelines.



SEMESTER-1V

PROGRESS SEMINAR

Examination Scheme:
Term Work: 50 Marks

Each student will select a topic in the area of electrical engineering, related to
M. E. Project Stage-II.

The topic will be decided by the student, guide and Head of department. Each
student will make seminar presentation with audio/video aids, for the duration of 45
minutes and seminar work shall be in format of report to be submitted by the students
at the end of semester.

The report copies must be duly signed by guide and Head of department. (One
copy for institute, one copy for guide and one copy for candidates for certification).
The student is expected to submit the seminar report in standard format. Attendance
of all students for all seminars is compulsory.



PROJECT STAGE-II

Teaching Scheme: Examination Scheme:
Practical: 18 Hrs. /Week Term Work: 150 Marks
Oral: 100 Marks

The project work will start in second year (Continue to project stage-I).
The term work should be continuously evaluated as per the norms/guidelines.

The project work (dissertation) should be presented in a standard format.
The oral examination shall be conducted with the help of approved external examiner,
appointed by university.















subjects (at Least Two activity have to be completed by the student per semester per paper to

be supervised and guided by the concerned subject teacher).

PASSING STANDARDS

5.1.

5.2.

In order to pass the examination the candidate has to obtain 50% marks in aggregate & at least 40%
marks for each head separately, that is 24 marks out of 60 (External) & 16 marks out of 40 marks (Internal)
for all courses.

The student shall be allowed to keep the terms of the next year as per the University rules.

GUIDELINES FOR TEACHING

6.1.

6.2.
6.3.

6.4.

6.5.

6.6.

6.7.

There shall be at least 48 lecture hours per semester per course. The duration of the lectures shall be 60
minutes each. There shall be at least 14-16 weeks of teaching before commencement of examination of
respective semester.

There shall be 4 lectures of 60 min duration / week / paper.

The semester workload is balanced with 8 full papers of 100 marks each / semester. Thus 384 lectures
hours are considered for teaching sessions out of which and 48 lecture / sessions shall be used for
continuous assessment.

Self-study shall be natural requirement beside the time table. The Faculty will have to exert a little extra
for cultivating reading habits amongst the students.

The teaching method shall comprise a mix of Lectures, Seminars, Group discussions, Brain storming,
Game playing, working assignment, Interactions with Executives etc. so as to prepare the students to
face the global challenges as business executive for this Audio-visual aids and Practical field work should
be a major source of acquiring knowledge.

Case study method preferably shall be used wherever possible for the better understanding of the
students.

Each institute shall issue annual souvenir as well as a placement brochure separately to each student and

a copy of the same shall be submitted to the university before the end of the year.

GUIDELINES FOR FIELD WORK/ SURVEY REPORT

7.1. Each student shall have to undergo a field work/ Survey Assignment while 3"“Semester.

7.2. In the Third semester examination student were to do “field work/ Survey Assignment”; compulsorily based

on social problems as mentioned in clause 7.4 below. Group of 2 students is allowed in this. The topic should

be decided with consultation and guidance of internal teacher of the Institute having enough knowledge of

survey. The field work should be necessarily Research oriented, Innovative and Problem solving.

7.3. The departments / institute shall submit the detailed list of candidate with field work/ Survey Assignment

Title, name of the internal guide on or before 31st October of the second year.

7.4. The themes for field work should be related (Not Restricted) to Social issues such as -Education, Sanitation,

Health, Village/Cottage Industry, Watershed Management, Problems Of Slum Area, Tribal Upliftment,




Rehabilitation, Superstitious (Andhashraddha), NGO, Study of Government Welfare Schemes, and as per
necessity of the yearly social situation in that area, etc.

7.5. The student has to write a report based on the actual Field work, get it certified by the concerned
Guide/teacher (With Minimum 2 years of teaching Experience) that the field work/ Survey Assignment has
been satisfactorily completed and submit one typed copy of the same to the Head / Director of the institute.

7.6. Field work/ Survey Assignment shall be strictly based on primary data. The Sample Size shall be minimum
100.

7.7. Student is expected to formulate at least one hypothesis and use SPSS/PASW or similar software for data
analysis and Hypothesis Testing.

7.8. field work/ Survey Assignment details should be displayed on institutes websites

7.9. field work/ Survey Assignment external viva shall be conducted at the end of Semester llI

7.10. Viva Voce for one student shall be of minimum 12-15 minutes. The Student has to prepare PowerPoint
presentation based on field work/ Survey Assighment to be presented at the time of Viva voce.

7.11. The field work/ Survey Assignment will carry maximum 100 marks, of which internal teacher shall award
marks out of maximum 40 marks on the basis of work done by the student. Remaining marks shall be
awarded out of maximum 60 marks by examining the student through compulsory PowerPoint presentations
followed by Viva-voce, by the panel of the examiners comprises one internal & one External examiner to be
appointed by the University. Maximum 30 projects per day will be evaluated by per panel.

7.12. No students will be permitted to appear for Viva-voce and Semester lll examinations, unless and until (s) he

submits the field work/ Survey Assignment before the stipulated time.

GUIDELINES FOR PRACTICAL TRAINING AND SUMMER INTERNSHIP PROJECT

8.1. Each student shall have to undergo a practical training for a period of not less than 7 weeks during vacation
falling after the end of either 11" Semester.

8.2. In the Fourth semester viva-voce examination student were to study “Project Work” individually on the basis
of Specialization. No group work is allowed in this. The topic should be decided with consultation and
guidance of internal teacher of the Institute at the end of the first year, so that the student can take up the
training during the vacations. The Project should be necessarily Research oriented, Innovative and Problem
solving.

8.3. The departments / institute shall submit the detailed list of candidate with Project Titles, name of the
organization, internal guide & functional elective to the university on or before 31° January of the second
year.

8.4. No teacher shall be entrusted with more than 15 students for guidance and supervision, in case if more
students opt for specific specialization then, Director/Principal of the Institute/College shall certify such
project work.

8.5. The student has to write a report based on the actual training undergone during the vacations at the specific

selected business enterprise, get it certified by the concerned teacher and head of the department that the




10.

8.6.
8.7.
8.8.

8.9.

8.10

8.11
8.12

8.13.

8.14.

8.15.

Project report has been satisfactorily completed and submit Two typed copies of the same to the Head /
Director of the institute.

It is responsibility of Director/Principal of concerned Institute to check the authenticity of Project.

Student may use SPSS software if required.

One of the reports submitted by the student shall be forwarded to the University by the Institute before 1*
March.

The student shall submit Synopsis of Project duly signed by Project guide to concerned head. The Head has

to forward the Synopsis by e-mail only to external supervisor appointed by University, if possible.

. Project details should be displayed on institutes websites
. Project viva shall be conducted at the end of Semester IV

. Viva Voce for one student shall be of minimum 10-15 minutes. The Student has to prepare PowerPoint

presentation based on Project work to be presented at the time of Viva voce.

10 % of the projects May be given by institute to the students for summer training as basic research projects
to be supervised under faculty having enough exposure & knowledge of research.

The project work will carry maximum 100 marks, of which internal teacher shall award marks out of
maximum 40 marks on the basis of project work done by the student as a continuous assessment. Remaining
marks shall be awarded out of maximum 60 marks by examining the student during Viva-voce, by the panel
of the external examiners to be appointed by the University.

No students will be permitted to appear for Viva-voce and Semester IV examinations, unless and until (s) he

submits the project report before the stipulated time.

ADDITIONAL MAIJOR SPECIALIZATION

8.1. The student who has passed MBA of this University with a specific specialization may be allowed to

appear for MBA examination again, with other specialization by keeping term for the llI'd and V"
semester for the so opted 8 papers of additional specialization. He has to appear for 8 papers including

Project report of the additional specialization so opted.

8.2. He shall be given exemption for all other papers.

8.3. The student has to pay only Tuition fees for one year as may be prescribed from time to time for this

purpose.

8.4. The student is not entitled to receive separate Degree Certificate or Class for this additional

specialization.

STRUCTURE OF THE QUESTION PAPER

9.1. Each question paper shall be of 60 marks and of 3 hours duration.

9.2.  For Theory papers there will be 2 Sections. In section | a candidate shall be required to answer 3

questions out of 5 questions & in section Il (s)he shall be required to answer 2 questions out of 3

questions. All questions shall carry equal marks i.e. 12 marks each.
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retail, seeds companies, fertilizers and pesticides companies, banks and insurance sectors. They can join
management experts in the agriculture related industries, policy makers in financial industries. A career in
agriculture consultancy, journalism, agri banking, hi-tech farming and agriculture engineering sectors also is
a possibility.

e Apart from all these fields, there exists an opportunities in the export field with specialization as International
Business Management. This field has got vast scope in the wake of globalization. The world became small as
far as business and technology is concerned, this poses lot of challenges for international business
opportunities.

e Retail Industry is one of the fastest changing and vibrant industries in the world, and has contributed to the
economic growth of many countries. Indian retail sector has been rated as the fifth most attractive, emerging
retail market in the world. Retail industry is expected to grow at a compound rate of 30 per cent over the
next five years. Some of the opportunities available for students after specializing in retail are Customer Sales
Associate, Department Manager, Floor Manager, Category Manager, Store Manager, Retail Operation
Manager, Visual Merchandisers Manager, Back-end Operations Logistics, Warehouse Managers, Retail
Communication Manager and Retail Marketing Executives.

e Hospitality management specialization students can find work in catering, conference and events
management, the entertainment and leisure sector, facilities management, food service management as well
as Hospital Management and Tourism industry. Self-employment is an option with experience, business sense

and a sound plan.

Finally merely a buzz word, MBA, produces lot of opportunities; it is the responsibility of the student to capture the
hand on knowledge to understand the changing needs of the corporate world. One has to make sure that this
conceptual knowledge opens up the doors to enter into the “Corporate world” which is normally our aim. This means
one can become a successful entrepreneur or a manager depends upon how he/she shapes up with the

knowledge...MBA degree is a GATEWAY.











































3.3 Importance of Financial Functions
3.4 Syntax & benefits of following Financial Functions in Excel -

FV, PV, PMT, PPMT, DB, SLN, IRR, NPV

4. Pivot Table, Charts & Bars, V look up & H Lookups Functions 4)
4.1 Importance of Pivot Table
4.2 Importance of Bars /Pie- Charts
4.3 Importance of V lookup & H Lookup Functions in Excel
Audit
5. Basics of Audit (12)
5.1 Meaning & Significance of Audit
5.2 Difference between Accounting and Auditing, Difference between Auditing and Investigation
5.3 Internal Control, Audit Evidence, Audit Report
5.4 AAS-1 Basic Principles Governing an Audit
5.5 Types of Audit- Statutory Audit, Internal Audit, Balance Sheet Audit, Tax Audit, VAT Audit
5.6 Limitations of auditing
6. Auditing in Computerized Information System (CIS) Environment: 8)
6.1 Meaning of CIS
6.2 Approaches to Computer Auditing- Black Box & White Box
6.3 Characteristics of CIS Environment

6.4 Computer Frauds

Practicals
TALLY

Assignment : 1

Creation, Deletion and alteration of company

A. Create a Company MBA Friends Pvt. Ltd. With following details

Enter the hypothetical details e.g. Address, State, PAN No. etc.

Select Accounts with Inventory option, Use 1-4-20XX(Current Financial Year) as the date of
commencement of business.

B. Alteration of Company details :-
Alter the Following Details MBA Friends Pvt. Ltd.
Address & contact no. and save the alterations. .(Show Pop-up Menu before Saving changes).
C. Deletion of the Company:-
Create a Company MBA Temporary Friends Pvt. Ltd. With following details

Enter the hypothetical details e.g. Address, State, PAN No. etc.




Now, delete the company. (Show Pop-up Menu before deletion)

Select Accounts with Inventory OR only Accounts option, Use current financial year as the year of
commencement and then delete the Company

{Note :- In this practical students are required to take print out before saving the information of Creation ,
Alteration and Deletion of companies}

Assignment: 2.

Creation of Ledger Accounts, assigning the proper groups and opening Balances of those accounts as on 31

March,2015 in the books MBA Friends Pvt. Ltd. as per the following the information

Sr. | Date Ledger Names Groups Opening
No. (To Be Created) (To Be Assigned) | Balances
(Rs.)
1 1-Apr-201X | Cash A/c (Already Existing | 5,00,000
Group.)
2 1-Apr-201X | Mr. X A/c Sundry Debtors 50,000
3 1-Apr-201X | Mr.Y Alc Sundry Creditors 20,000
4 1-Apr-201X | Mr.Y Alc Sundry Creditors 30,000
5 1-Apr-201X Share Capital Account Capital A/c 10,00,000
6 1-Apr-201X SBI Bank A/c Bank Account 5,20,000
7 1-Apr-201X | Plant & Machinery A/c Fixed Assets 20,00,000
8 1-Apr-201X | Land & Building A/c Fixed Assets 30,00,000
9 1-Apr-201X Furniture & Fixture A/c Fixed Assets 5,00,000
10 1-Apr-201X Bank of Maharastra Loan | Loans & Advances 1,00,000
Alc

(Note : Students are required to take the current financial year for accounting entries)

Assignment: 3 —

Journalize the following (by Using Proper Vouchers in Tally) in the books of MBA Friends Pvt. Ltd. along
with their appropriate narrations:-

(a) Paid Rs.30,000 as Salary for the month of April on 1¥ May,20XX

(b) Paid Telephone bill Rs.2,000 through SBI Bank Cheque No. 543210 on 5 May,20XX

(c) Received a cheque Rs. 20,000 from Mr.X (Cheque No.700001) which is deposited in SBI Bank A/c
(No.SBIIND123456789) on 8™ May,20XX

(d) Purchased Machinery of Rs.50,000 through SBI BANK Cheque No 123456 on 1% June, 20XX

(e) Purchased goods of Rs.1,70,000 from Mr.Y for Cash on 1*' Aug 20XX
Create 3 hypothetical stock items; specify rates per unit and total amount.

(f) Sold Goods of Rs.2,00,000 for cash to Mr. X on 10™ June,20XX
Take any one stock item from entry (e) above for sale, Specify hypothetical prices.

Note:- In above transactions students need to create Purchase & Sales A/ci.e. Ledgers , other Ledgers
are already created in Assignment No. 2.




Assignment: 4

Considering the transactions in Assignment no.1,2,3 above, Show Trial Balance , Trading Accounts & Profit
& Loss Accounts and Balance sheet as on 31 March,20XX for MBA Friends Pvt. Ltd.

Split Company Data

Split company data in Tally up to 31 Jan, 20XX and now Make Zip File of the Data up to 30" Jan, 2015 and
email it to your tax consultant Mr. Ganesh Maurya on his email Id : ganesh@maurya.com

And
Export of Data in Excel

Export data from Tally containing the Trial Balance, Trading Accounts And Profit & Loss Accounts and
Balance sheet as on 31* March, 20XX in Excel Format.

ADVANCED EXCEL

Assignment No: 5

Loan Amortization Schedule

Use PMT function & calculate the monthly payment on a loan with an annual interest rate of 5%, 2-year
duration and a present value (amount borrowed) of 20,000.

Name the input cells as:-

| Payment Number | Payment | Principal | Interest | Balance

2. Use the PPMT function to calculate the principal part of the payment.

3. Use the IPMT function to calculate the interest part of the payment.

4. Update the balance.

5. It takes 24 months to pay off this loan.

Show how the principal part increases and the interest part decreases with each payment.

Assignment No: 6

Calculation of Depreciation as per accounting principles & as per Income Tax Act,1961
A) As per Accounting Principles

Consider an asset with an initial cost of Rs. 10,000, a salvage value (residual value) of Rs.1000 and a useful
life of 10 periods (years).

You are required to calculate -
1) Depreciation using Straight Line Method using above information

i1) Depreciation using Written Down Value Method rate @ 10 % p.a.
ii1)  Also write interpretation.



http://www.excel-easy.com/functions/financial-functions.html#pmt

B) As per Income Tax Act,1961

The following table shows the opening WDV, Addition and sale of Fixed Assets during a particular
Financial Year along with rate of Depreciation .You are required to calculate the Total amount of

Depreciation as per the Income Tax Act, 1961 ?

Sr.No. | PARTICULARS W.D.V. AS | ADDITION | AFTER SALE RATE
ON DURING | 30.09.XX | DURING | OF
01.04.20XX | THE THE DEPR

YEAR YEAR %
BEFORE
30.09.XX

1 Furniture & Fitting 3,00,000 1,00,000 - 50,000 10

2 Buliding 10,00,000 3,00,000 - 10

3 Motor Car 4,00,000 - - 1,00,000 | 15

4 Plant & Machinery 20,00,000 - 4,00,000 - 15

Total Rs. 37,00,000 4,00,000 4,00,000 - -

Note : -Rate of Depreciation as per Income Tax Rules Depreciation is Charged on block of Assets .

The asset purchased during the year before 30 Sept (put to use for more than 180 days is charged with full
rate of depreciation whereas for the asset purchased during the year after 30 Sept (put to use for less than 180

days ) is charged with half rate of depreciation. ]

Refer Income Tax Act,1961 for more details.

Assignment No: 7 Compound Interest Calculation

1) Assume you put Rs.100 into a bank. How much will your investment be worth after one year at an
annual interest rate of 8%?

2) Now this interest will also earn interest (compound interest) next year. How much will your

investment be worth after two years at an annual interest rate of 8%7?

3) How much will your investment be worth after 5 years?

4) Assume you put Rs. 10,000 into a bank. How much will your investment be worth after 10 years at

an annual interest rate of 5% compounded monthly?

5) Assume you put Rs. 10,000 into a bank. How much will your investment be worth after 15 years at

an annual interest rate of 4% compounded quarterly?




Assignment: 8 Creation of Income Tax Calculator

Prepare a Income Tax Calculator in Excel to calculate Income Tax on the Net Taxable Income of

Following 6 Assessees .

Sr.No. Name of Assessee Net Taxable Income (Rs.)
1 Mr. Ganesh 4,25,000
2 Mr. Jayesh 3,10,000
3 Mr.Suresh 7,25,000
4 MTr.Nilesh 6,80,000
5 Mr.Shailesh 11,00,000
6 Mr Ramesh 15,10,000
Students are required to show in their Print outs.
1) The Applicable Slab and Tax Rates and coding required to calculate the Income Tax
( Exclude Education Cess in Calculation )
i1) Final Table Showing Income Tax Calculated for above 6 Assessees.

(Note : Student should take Income Tax Slab Rates as per the applicable Assessment Year for the particular
Financial year in which they are pursuing this practical )

Assignment: 9 Creation of Pie Chart & Bar Chart (2 Dimension or 3 Dimensional) & Interpretation.

Create Pie Chart & Bar Graphs from the following Particulars for -

i) Sales & Net Profit
Sr.No. Particulars 2011-12 2012-13 2013-14
1 Sales 40,00,000 45,00,000 50,00,000
2 Net Profit 8,00,000 11,25,000 5,00,000
ii) Sales & Sundry Debtors
Sr.No. Particulars 2011-12 2012-13 2013-14
1 Sales 40,00,000 45,00,000 50,00,000
2 Sundry Debtors | 2,00,000 5,00,000 6,00,000

Write Interpretation for above Table (i) & (ii)
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Management of Technology - Tarek Khalli - McGraw-Hill.

Managing Technology and Innovation for Competitive Advantage - V K Narayanan - Pearson Education Asia
Strategic Technology Management - Betz. F. - McGraw-Hill.

Strategic Management of Technological Innovation - Schilling - McGraw-Hill, 2nd ed.

Strategic Management of Technology & Innovation - Burgelman, R.A., M.A. Madique, and S.C. Wheelwright -.
Irwin.

Handbook Of Technology Management - Gaynor - Mcgraw Hill

Managing New Technology Development - Souder, W.C. and C.M. Crawford - McGraw-Hill.

Managing Technological Innovation - Twiss, B. -. Pitman.

Bringing New technology To Market - Kathleen R Allen - Prentice Hall India

10) Management Of New Technologies For Global Competitiveness — Christian N Madu - Jaico Publishing House
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5. Technology in Agri-Business (08)
5.1. Information Technology: meaning, role and importance in Agri business and Agriculture marketing.
5.2. Importance of Common Service Centers {CSC), Common issues of CSCs, Expert decision support system in
Agriculture.
5.3. Information Technology for Agriculture Marketing.
5.4. Online market information, online market status in India.

5.5. Website on Agriculture marketing and export.

5.6. Role of private companies in online marketing — eChaupal, HLL Shakti, Quality control system.
5.7. Packaging, preservation and storage systems.

REFERENCE BOOKS:

1. Banerjee, G.C. Text Book of Animal Husbandry. Oxford and IBM Publishers, New Delhi.

2. Sashry, N.S.R.C.K. Thomas and R.A. Singh. Farm Animal Management and Poultry Production. NSR, Vikas
Publishing House Pvt. Ltd. Delhi.

Hand Book of Animal Husbandry, ICAR, New Delhi.
Singh, R.A. Poultry Production. Publishers, New Delhi.
Maske, O Norton. Commercial Chicken Production. Manuel AVI Publishers, INC West Port.

Ling. E.R. Text Book and Dairy Chemistry. Chapman Hall Ltd., London
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Pantastico, E.R.,B. Post Harvest Technology, Handling, Utilization of Tropical and Sub-tropical Fruits and
Vegetables. The AVI Publishing Co., West-Post, Connecticut, USA.
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11. Bahl, N. Handbook on Mushrooms. Oxford and IBH Pub. Co.Pvt, Ltd, New Delhi.
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5. Trading of Agricultural Marketing (08)

5.1. Importance of agricultural commodities in agricultural marketing.

5.2. Marketing of cereals rice, wheat and jawar etc.

5.3. Marketing of pulses-mango, tur, gram, udid etc.

5.4. Average cost of processing wheat into wheat flour, paddy to rice, whole pulses in to split pulses, comparison
of different rice milling methods

5.5. Marketing of mango, citrus and grapes etc.

5.6. Improving efficiency in commodity marketing, Role of co-operative and regulated market in commoditn
marketing.

5.7. Marketing of commercial crops with special reference to all functions and price analysis

5.8. Commercial commodity Trading- cotton, sugarcane, grapes, banana, mango, cut flowers — roses, gerbera,
gladiolus, etc. vegetables — cauliflower, tomato, potato, onion, ladies finger.

Reference Books:

1. Acharya, S.S. and N.L. Agrawal. -Agricultural Marketing in India.- Oxford and IBM Publishing Company Pvt.
Ltd., 66 Janpath, New Delhi-110001.

2. Gupta, A.P. - Marketing of Agricultural Produce in India. - Vora and Company Publishers Pvt, Ltd., 3, Round
Building, Kalbadevi, Mumbai-400002

3. Mamoria C.B. and R.L. Joshi.- Principles and Practice of Marketing in India. -Kitab Mahal, 15, Thorn hill Road,

Allahabad.

4. Philip Kotler.- Marketing Management.- Pearson Education Publishers, New Delhi.

5. Panvar, J.S.Beyond - Consumer Marketing. - Response Books, Sage Publications, New Delhi.

6. Pandey, Mukesh and Deepak Tiwari.- Rural and Agricultural Marketing.- International Book Distribution Co.,
New Delhi.

7. Swapna Pradhan.- Retail Management — Tata McGraw Hill

8. Acharya, S.S. and N.L. Agrawal. - Agricultural Marketing in India. - Oxford and IBH Publishing Company Pvt.,
Ltd., 66, Janpath, New Delhi 110001

9. Mamoria, C.B. and R.L. Joshi. - Principles and practice of Marketing in India. - Kitab Mahal, 15, Thorn hill Road,
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Specialization - G - Information Technology & Systems Management

Employability Opportunities for MBA in Information Technology & Systems Management Specialization Students

Students who have a desire to take control of technology transformations and gain a thorough understanding of
business factors, IT networking, and specialized databases should consider pursuing this Specialization. This
specialization can teach students the necessary skills to lead organizations in strategic decision-making regarding

systems, database administration, telecommunications, and internet technologies.

MBA in Information Technology & Systems Management offers students the opportunity to study critical business
and management skills, database management, and business application of these principles. Courses centre on IS
principles, analysis, and design while also focusing on project and change management and networking

communications. Most programs are tailored toward developing graduates that are leaders in the IS industry.

MBA students specializing in Information Technology & Systems Management can perform the following broad roles

within an organization:

1. Software Developers:
This job name broadly describes those information technology professionals who design computer programs,
applications and operating systems.

2. Information security analyst:
These analysts monitor and protect an organization’s computer network and systems. According to the BLS,
prior experience in a related field is usually a prerequisite, and companies prefer to hire those with an MBA.

3. Management analyst:
In this field, you’ll provide feedback on improving an organization’s efficiency and profitability.

4. Systems Analyst:
Systems analysts are responsible for the complete life-cycle of a new/modified IT system, from analysing
existing arrangements to implementing systems and providing training, Addressing Information systems
issues & developing Systems.

5. IT Entrepreneur:
Students are able to start their own Software Project Development firm.

6. Information Technology Consultant :
Information technology consultants provide analysis, advice and solutions for organizations that need to
develop or improve their communication, data or software systems. They can also provide training for current
employees. Job duties of IT business consultants vary by industry and specialty, but generally include
performance assessments of a business' existing systems, strategic planning and implementation of the new
system or process.

7. IT Administrative Officer:
This job includes investigating and diagnosing network problems, collecting IT usage stats, making
recommendations for improving the company's IT systems and carrying out routine configuration and
installation of IT solutions.

8. Network Administrator
To monitor computer networks for security threats or unauthorized users. To identify compromised machines
and report on security measures taken to address threats. He also needs to analyze security risks and develop
response procedures. Additional duties may include developing and testing software deployment tools,
firewalls and intrusion detection systems.

9. E-commerce Development:
Expand their business over internet & become a part of E-Commerce, E-business & E-World.

10. Database Manager:



http://education-portal.com/articles/How_to_Become_an_Information_Technology_Consultant_Career_Roadmap.html
http://www.totaljobs.com/careers-advice/job-profile/it-jobs/it-support-job-description

11.

12,

Database Manager works closely with the teams who need to use the data and manage a database
administrator or a team of database administrators to help you with the work.

The Job involves modeling and designing databases. This means database Manager spend a lot of time
working with users to find out what information they need to use, how frequently, what categories they need
to split it by and what would make it easy to use. Once database is built, it needs to test thoroughly by
database manager.

Cyber Security Analyst

Cyber Security analysts assess and mitigate risk while enhancing system security. They are typically
responsible for identifying and patching any security weaknesses they may find and making recommendations
for security hardware and software. The Analyst is often tasked with establishing information security policies
and procedures, as well as reviewing violations to help prevent future occurrences. Cyber Security analysts
have to regulate access to computer files, develop firewalls, perform risk assessments and test data
processing systems to verify security measures.

the firm's policies and practices. Lead digital forensic and cybercrime response efforts. Liaise with client
representatives.

MIS Manager:

An MIS manager who is employed by an organization plans computer-related work for organizations and
develops and implements new technologies for more efficient business processes. ; directs the work of
technology professionals; analyzes business technology needs; works with top management to discuss and
determine technology projects needed for the business; hires, manages and developed technology staff;
develops technology policies and procedures within the organization; oversees purchases and maintenance
of office computer equipment and peripherals; acts as a technology consultant to business managers;
performs gap analysis to determine required changes to core systems of the organization; creates test
scenarios; conducts testing efforts; designs and documents combined solutions; and supervises and delegates
work to other IT staff members.
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The Essential Guide to Knowledge management: Amrit Tiwana
Electronic Commerce: Elias M. Awad, Pearson Education

E — Commerce: Milind Oka

Fire Wall and Internet Security: William Cheswick, Stevens, Aviel Rubin
E-Governance Case Studies — Ashok Agarwal

E-commerce — C. S. V. Murthy

E-Business: Michael P. Papazoglou, Wiley-India Education
E-Commerce: David Whiteley







REFERENCE BOOKS:

Mastering Database Technologies- Ivan Bayross

SQL by Scott Urman

Oracle 8- William G. Page Jr. and Nathan Hughes
Database System Concepts- Silberschatz,Korth, Sudarshan

Practical List

1) Create Database, table using data types( Create, Modify, Delete, Drop)

2) Write SQL queries to implement Insert, Delete, Update, Alter statement

3) Write SQL queries to apply table level & Column Level Constraints like Primary key, Foreign Key, Unique
Key, Check, NULL, NOT NULL, Default

4) Write a SQL queries to use select statement with the use of different Clauses like Where, Group By,
Order by, Having, Distinct

5) Write a SQL queries to implement different Functions Numeric, Aggregate, Character & Date

6) Write a SQL to demonstrate different Sub queries & Nested Queries.

7) Write a SQL queries to demonstrate different types of Joins.

8) Write SQL queries to perform different operation on View.
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5. Introduction to Front Office 14
5.1. Front Office Division
5.1.1.Front Office department and its functions
5.1.2.Sections and layout of Front Office
5.1.3.The organization structure of rooms division
5.1.4.0rganizational chart of front office department (small, medium and large hotels)
5.1.5.Duties and responsibilities of various staff
5.1.6.Attributes of front office personnel
5.1.7.Co-ordination of front office with other departments of the hotel
5.1.8.The Guest Cycle
5.1.9.Property Management Systems
5.2. Front Office Services
5.2.1.Equipments used (Manual and Automated)
5.2.2.Role of Front Office in
5.2.3.key control and key handling procedures
5.2.4.mail and message handling
5.2.5.paging and luggage handling
5.2.6.bell desk and concierge
5.2.7.Rules of the house
5.2.8.Black list
5.3. Front Office Communications & Other Attributes
5.3.1.Communication Fundamentals
5.3.2.Telephone etiquettes — restaurant and hotel English
5.3.3.Professional Attributes - Attitude towards your job,
5.3.4.Personal Hygiene
5.3.5.Uniforms
5.3.6.Care for your own health & safety
5.3.7.Important terminology used in hotels
6. Global Perspective of Hospitality Economy and a futuristic view 06
6.1. Tourism — International Organization, Domestic organizations, Long term prospect of tourism
industry: Vision 2020
6.2. The economic impact of tourism and its multiplier effect
6.3. Social and cultural impact of tourism, Sustainable Tourism, Ecotourism etc.

References

1. Introduction to Hospitality Management by John R. Walker — Pearson
Hotel front office management by James A. Bardi.—3rd ed. - John Wiley & Sons
Hospitality Management By Prof. Jagmohan Negi, Gaurav Manohe — University science Press
New Delhi
. Hotel Front Office: Operations and Management by Jatashankar R. Tewari, Oxford
5. Hospitality Marketing Management by Robert D. Reid (Author), David C. Bojanic (Author) John
Wiley & Sons













Reference Books

1. Tourism: Operations and Management, 1/e, by Sunetra Roday, Archana Biwal, &
Vandana Joshi - Oxford

2. Tourism: Principals and Practices, Oxford,1/e, Sampad Kumar Swain & Jitendra Mohan

Mishra

Tourism in Global Perspective, Global Vision Publishing House, Dr Sukanta Sarkar

Sustainable Tourism, Global Vision Publishing House, S. R. Chauhan

Monitoring Tourism, Sonali Publications, Romila Chawla

Tourism Marketing by Manjula Chaudhary - Oxford
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5. Reward & Compensation Strategies in Hospitality Industry- 08
5.1. Employee’s & Employer’s View of Pay
5.2. Remuneration in Hospitality Industries
5.3. Practice if Tipping
5.4. Financial(Direct & Indirect) Compensation
5.5. Non-Financial Compensation
5.6. Retaining manpower in hospitality

6. Employee Relation, Welfare, Health & Safety- 12
6.1. Employee Relation-
6.1.1. Employee or Industrial Relations
6.1.2. Trade Unions
6.2. Welfare, Health & Safety Issues-
6.2.1. Absence Management
6.2.2. AIDS/HIV
6.2.3. Drug Misuse-Alcohol & Smoking
6.2.4. Sexual Harassment
6.2.5. Stress
6.2.6. Work time
6.2.7. Workplace Violence

Reference Books

HRM in Hospitality Industry-David Hayes, Jack D. Ninemeier-John Wiley & Sons
HRM for the Hospitality & Tourism Industries-Denis Nickson- Butterworth’s
HRM in Hospitality Industry-M J Boella, Nelson Thornes Ltd.

Human Resource Management in Hospitality by Malay Biswas - Oxford
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Human Resource Management, P S Rao, Himalaya
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Total Quality Management- Poornima Charantimath, Pearson Education

Quality Management by Howard Gitlow, Alan J, Rosa O, David Levine, Mcgraw-Hill, 3" Edition
Total Quality Management - ShridharBhat - Himalaya Publishing House

Total Quality Management- Besterfield, Pearson Education

Total Quality Management- S.D. Bagade, Himalaya Publishing House

Total Quality Management — Shailendra Nigam — Excel Books

Total Quality Management - ShridharBhat- Himalaya Publishing House

























Reference Books:

1.  Rural Development by — Dr. I. Satya Sundaram, Himalaya Publishing House
Rural Development and Planning in India — Devendra Thakur, Deep & Deep Publications, New

Delhi

3.  Rural Industrialization in India — Shrinivas Thakur — Streling Publishess, New Delhi
Dynamics of Rural Development Power Structure — S.N. Chandhary — Amar Prakashan, New
Delhi.

5.  Integrated Rural Development Programme in India: Policy & Administration — A.K.Shrivastva

— Deep &Deep Publications, New Delhi.
6. Integrated Rural Development — R.C. Arora — S. Chand Sons, New Delhi
7.  Rural Development, Principles, policies and management- Katar Singh, Sage Publication







Reference Books

1. Entrepreneurship Development- Theories and Practices- N.P.Singh

2. Project Management- Vasant Desai — Himalaya Publication

3. Management in Agricultural Finance.- Jain S.C.Vora and Company. Publishers Pvt. Ltd.
Entrepreneurship and Technology- Vasant Desai

4. Agri-Business Management- Iwase Smita-Everest Publishing House

5. Agricultural Policy in India — Karla O.P. - Bombay Popular Prakashan Mumbai

6. Text Book of Animal Husbandry — Banerjee G.C.-Oxford & IBH Publisher New Delhi.

7. Rural and Agricultural Marketing —Pandey, Mukesh and Deepak Tiwari-International Book Distribution

Co. New Delhi.
8. Organizing Rural Business Policy Planning and Management- Rajagopal-Sage Publication, New Delhi.










Practical List

Create a web page to demonstrate text & block formatting tags.
Create a web page to demonstrate various list tags

Crate a web page to demonstrate Image tags.

Create a web page to demonstrate different linking tags.
Demonstrate table tag with all attributes & values

Demonstrate frame and frameset tags

Demonstrate form tags & different element tags

Create a web page to demonstrate CSS{Internal & External).
Validate form controls using vb script function

10 Implement your own tags using XML
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5. Legal Perspective of Cyber security& Forensics fundamentals (08)
5.1. Need for cyber laws: The Indian context
5.2. Indian IT Act 2000
5.3. Changes made in IT Act 2000
5.4. Digital signatures and the Indian IT Act
5.5. Cybercrime and punishment
5.6. Cyber forensics : introduction, types
5.7. Needs of cyber forensics
5.8. Cyber forensics and digital evidence

6. Cyber Security: Organization Implications (08)
6.1. Search Breach: Pl Collecting by Organization, Insiders threats in Organization
6.2. Privacy Dimension
6.3. Key-challenges in Organization
6.4. Cost of cyber crimes and IPR issues
6.5. Organizational guidelines for Internet usage, safe computing guidelines and computer usage
policy
6.6. Forensics best practices for organization

REFERENCE BOOKS:

1. Nina Godhbole, SunitBelapure Cyber Security understanding Cyber Crimes, Computer Forensics and
Legal Perspectives, Wiley India

2. Marjie T. Britz Computer Forensics and Cyber Crime: An Introduction, Pearson

3. AlfaredBasta and Wolf Holten, Computer Security Concepts, Issues and Implementation, CENGAGE
learning

4. Raghu Santanam, M. Sethumadhavan, MohitVirendraCyber Security, Cyber Crime and Cyber Forensics,

IGI Global

George M. Mohay,Alison AndersonComputer and intrusion forensics, Artech House
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G. Ram Kumar, Cyber Crimes-A primer on Internet Threats & Email Abuses,Viva Books
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4. Event Safety and Security (06)
4.1. Introduction, Security,
4.2. occupational safety,
4.3. crowd management,
4.4. major risks and emergency planning,
4.5. reporting of incidences, measures for emergency
5. Organizing the Conference (08)
5.1. Introduction, venue confirmation,
5.2. Making the bookings, speaker selection,
5.3. conference budgeting,
5.4. conference marketing strategies,
5.5. audio visual requirements, risk analysis,
5.6. attendee evaluation.
6. Planning a Wedding Event (08)
6.1. Introduction, wedding planning,
6.2. venue selection and liaison,
6.3. client briefings, budgeting,
6.4. list of guests and invitations,
6.5. list of gifts,
6.6. Menus and catering services,
6.7. flowers, table decorations, transportation etc.

References

1. Event Marketing and Management: Gaur, Sanjaya Singh, Vikas Publishing House Pvt Ltd,
2003
Marketing Management: Philip Kotler, Prentice Hall of India Pvt Ltd, 11 th edition,
Event Planning and Management: Sharma, Diwakar, Deep & Deep Publication Pvt Ltd,
2005.

. Events Management: Raj, Razaq, SAGE Publication India Pvt Ltd, 2009

5. Event Marketing: Leonard H Hoyle, 2013 (ISBN 8126524679),

6. Event Management: Bhavana Chaudhari, Dr Hoshi Bhiwandiwalla, - Nirali Publications,
Pune.
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Subject: - Submission of Teaching load for Term-I 2019-2020

Respected Sir,

Please find enclosure here with the Teaching load distribution for Term — I and Teaching load of
Term —I of Biotechnology department for the academic year 2019-2020.

Thanking you.

Yours faithfully,

Dr. V.R. Diware
HOD, Biotech




DEPARTMENT OF BIOTECHNOLOGY, SSBT’s, COET, BAMBHORI, JALGAON

TEACHING LOAD DISTRIBUTION
ACADEMIC YEAR: 2019-2020 (TERM -1 )

Date: 12/07/2019

PR
SN NAME DESIGNATION | YEAR SUBJECT (ITIT‘-IS) BA;I;CH TOTAL
(Hrs)
BE BPED 03 --
TE RE 03 02*02
1 | Mrs. S.S. Pawar Assistant Prof. SE Bpcals 03 - 21
TE Minor Project-1 -- 06
BE Project-1 -- 02
TE ENZY 03 --
BE DSP 03 02
2 | Mr. Jayant P.P Assistant Prof. BE Int. D. Elective 03 - 19
TE Minor Project-1 -- 06
BE Project-1 02
SE BIEM 03 --
TE PEC-I (FB) 03 —
3 | Mr. Gaurav Khodape | Assistant Prof BE Bio. info. 03 02 19
TE Minor Project-1 | -- 06
BE Project-1 -- 02
SE GMP -- 02
, o - TE Mol bio 03 0202 16
4 Miss. Ashwini Patil | Assistant Prof. BE Ele- I(FB) 03 02
BE Seminar-II - 02
) ) Assistant Prof. TE OEC-1 (BAT) 03 --
5 MlS.S. Vrundavani TE Lab PBT — 02702 16
Koli SE__[UO 03| 02*02
BE Seminar-11 -- 02
Biology(Mech+
6 | Mrs. Sakina Husain Assistant Prof. SE Biotec%l}llJ(r Civil ) 06+03 04 16
SE GMP 01 02
Biology(Mech+
7 | Miss. Neeta Buva Assistant Prof. SE Biotec%}z:(r Civil ) 06 05 18
SE MB 03 02*02
TOTAL : 125

Theory Load: S8

Practical Load+ Tutorial Load : 39
Project & Seminar Load: 28

Dr. V.R.Diware
HOD, Biotech




DEPARTMENT OF BIOTECHNOLOGY, SSBT’s, COET, BAMBHORI, JALGAON

TEACHING LOAD DISTRIBUTION
ACADEMIC YEAR: 2019-2020 (Term 1I')

Date: 13/12/2019

PR
TH BATCH
SR.NO. NAME DESIGNATION CLASS SUBJECT (Hrs) XC TOTAL
(Hrs)
SE PHT 03 02
1 Mrs. S. S. Pawar Assistant Prof. TE MT 03 04 18
TE Minor Project -- 06
TE GENE 03 -
Mr. Jayant P.
) 11; Assi Prof BE BPI 03 02 18
Parpalliwar ssistant Prof. BE Project-1I — 01
TE Minor Project -- 06
SE IPR&E 03 -
Mr. G TE BPE 03 -
r. Gaurav .
3 Khod Assistant Prof BE | BPMS 03 - 19
odape BE | Project-II — 04
TE Minor Project -- 06
SE BCH 03 04
Mrs. Sakina SE Bio Comp 03 01(T)
4 1 15
Husain Assistant Prof. SE | Bio Comp 03 01(T)
BE Ele -II (PBT) 03 02
s Miss. Ashwini Ass ¢ TE OEC-II(BIA) 03 - .
Patil ssistant Prof. TE BPE — o1
SE IMMU 03 02
Bio (EnTc n
03 01(T
SE Chem) M
SE Bio (Ele) 03 01(T)
6 Miss. Neeta Buwa | Assistant Prof. SE Bio (IT) 03 01(T) 16
Environmental
E . - 02
S Biotechnology
SE IMMU - 02
TE PEC-II 03 -
BE ELE-III (BAT) 03 -
TE GENE - 04
7 X1 Assistant Prof. BE BPMS _ 02 17
Environmental
SE . 01
Biotechnology 02
SE PHT - 02
Total 120
Total load:
TH: 55
PR: 60
Tut : 05
Dr. V.R.Diware
(HOD, BIOTECH DEPT)

Copy to : 1.Principal
2.D.OA
3. Applied Science













ITEM NO.17(A)
DEPARTMENT —CIVIL ENGINEERING
2019 - 20 (Term wise)

Teaching work Load of all classes in current Year

Year Subject Load pattern per week No.of Total Equivalent Total work
Course Batches load per week load
Semester
Th Pr | Drg | Tut
Th Pr | Drg
Seml SUR&G 3X2 2 8 6 16 60
SE ICE 3X2 6
(Civil) ESE 3X2 6
BIOLOGY 3X2 2 8
MTE-I 1X2 2 8 2 16
Semll IFM 3X2 2 8 6 16
SE ISM 3X2 6 92
(Civil) CACED 3X2 2 8 6 16
GEOLOGY 1X2 2 8 2 16
M-111 3X2 2 8
MTE-II 2 8 16
Seml CM 3X2 - 6 234
TE HDE 3X2 2 8 6 16
(Civil) MOM 3X2 6
GTE 3X2 2 8 6 16
APCT 3X2 6
DPPM 2 8 16
PROJECT STAGE | 6 26 156
Sem-lI SE 3X2 2 8 6 16 234
TE(Civil) | EE 3X2 2 8 6 16
TRE 3X2 2 8 6 16
PEC-II 3X2 6
OEC-II 3X2 6
MINOR PROJECT 6 26 156
INTERNSHIP




Seml E&C 3X2 2 8 6 16 190
BE WRE-I 3X2 6
(Civil) GTE-II 3X2 2 8 6 16
ELE-I 3X2 2 8 6 16
PROJECT-I 2 35 70
SEMINAR-II 2 - 48
Semll WRE-II 3X2 2 8 6 16 213
BE ELE-II 3X2 8 6 16
(Civil) EE-II 3X2 2 8 6 16
ELE-III 3X2 6
PROJECT-II 4 35 140
IND.LECTURE 1




LOAD DISTRIBUTION FOR CIVIL ENGG DEPARTMENT 2018-2019 SEM-I

SR | NAME CLASS | SUBJECT | THEORY | TUTORIAL PRACTICAL | TOTAL
NO. (Hr) (BATCHXHr) | (BATCHXHr | LOAD
)
| DR. M. HUSSAIN | TE EE-| 3 - - 10
INTELE |3
PRO & 4
SEM
| DR.S.L.PATIL SE SUR&G | 6 - 3X2=6 16
PRO & 4
SEM
Dr.S.B.PAWAR | BE ELE-| 3 - | 2x2=4 15
IE-| 4
PRO & 4
SEM
| DR.P.A.SHIRULE | BE E&C 6 - 4%2=8 18
PRO & 4
SEM
| F.LCHAVAN SE ICE 3 18
TE FV-II 3 1X2=2
SE MTE-I 1X2=2
TE IE-| 1X2=2
TE TOM-| 1X2=2
PRO & 4
SEM
| SONALL.B.PATIL | TE FV-II 3 1X2=2 19
TE EE-| 3 2x2=4
SE MTE-I 1X2=2
TE oM |1
PRO & 4
SEM
| )YOTIR. MALI [ TE SD-| 3 3X2=6 18
TE IE-| 3
MTE-I 1X2=2
PRO & 4
SEM
| J.N.KALE TE CM-| 6 18
BE ELE-| 3X2=6
TE IE-| 1X2=2
BE PRO & 4
SEM
SE SUR-I 2x2=4




9.| PANKAJ PUNASE | TE SD-| 4X2=8 20
TE GTE-| 1X2=2
PRO & 4
SEM
14 NIDHIJAIN BE WRE-I 17
TE IE-| 4X2=8
SE SUR&G 3X2=6
11 MAHESH KOLI SE ESE 14
FM-II 4X2=8
12 MADHURI BE WRE-I 17
MALPANI TE FM-II 2X2=4
TE EE-I 4X2=8
BE E&C 1X2=2
13 BHUPENDRA SE ICE 15
PATIL SE MTE-I| 3X2=6
TE TOM-I 2X2=4
14 SNEHA INGOLE BE GTE-Il 5X2=10 17
EE-I 2X2=4
13 PRATIKSHA TE IE-I 15
KANDARE BE E&C 3X2=6
BE GTE-II 2X2=4
TE SD-I 1X2=2
14 POONAM BE ELE-I 2X2=4 18
BAVISKAR TE TOM-I 5X2=10




LOAD DISTRIBUTION FOR CIVIL ENGG DEPARTMENT 2018-20119 SEM-II

SR NAME CLASS | SUBJECT | THEORY [ TUTORIAL PRACTICAL | TOTAL
NO. (Hr) (BATCHXHTr) (BATCHXHr) | LOAD
DR. M. HUSSAIN | BE EE-II 8 16
TE MINOR 4
PRO&
SEM
BE PRO-II 4
DR.S.L.PATIL SE GEOLOGY | 2 6X2=12 22
BE PRO-II 4
TE MINOR 4
PRO&
SEM
DR.S.B.PAWAR | BE IPC 3 17
WRE-II 3X2=6
TE MINOR 4
PRO&
SEM
PRO-II 4
DR. P.A.SHIRULE | BE ASD 6 4X2=8 22
TE MINOR 4
PRO&
SEM
BE PRO-II 4
F.I.CHAVAN BE WRE-II 1 4X2=8 25
SE ISM 6
IFM 1X2=2
TE MINOR 4
PRO&
SEM
BE PRO-II 4
J.N.KALE TE CM-II 3 22
TE SD-Il 3 4X2=8
TE MINOR 4
PRO&
SEM
BE PRO-II 4
SONALIB.PATIL | SE IFM 6 1X2=2 22
EE-II 3X2=6
TE MINOR 4
PRO&
SEM
BE PRO-II 4
JYOTIR. MALI | SE CACED 3 24
TE IE-1I 3 4X2=8




MTE-II 1X2=2
TE MINOR 4
PRO&
SEM
BE PRO-II 4
PANKA) TE TOS-Il 22
PUNASE TE SD-II 4%2=8
TE MINOR 4
PRO&SEM
BE PRO-II 4
10 BHUPENDRA SE CACED 3X2=6 19
PATIL BE WRE-I|
SE MTE-II 2X2=4
TE MINOR 4
PRO
&SEM
11 POONAM TE IE-II 1X2=2 19
BAVISKAR TE MTE-II 3X2=6
BE ASD 1X2=2
SE CACED 1X2=2
TE MINOR 4
PRO &
SEM
12 MADHURI BE WRE-II 22
MALPANI SE CESGI
TE EE-Il 5X2=10
TE IE-1I 1X2=2
TE MINOR 4
PRO &
SEM
13 SNEHA INGOLE | TE GTE-I 5X2=10 20
BE IPC
TE MINOR 4
PRO &
SEM
14 NIDHI JAIN TE TOS-II 22
TE GTE-I 3X2=6
BE ASD 3X2=6
TE MINOR 4
PRO &
SEM
15 MAHESH SE CESGI 17
KOLI(X1) TE IFM 5X2=10
TE MINOR 4
PRO &
SEM
16 X2 cM-Il |3 19




TOM-II

6X2=12

TE

MINOR
PRO &
SEM






















S.S.B.T.’s College of Engineering & Technology, Bambhori, Jalgaon
Electrical Engineering Department

Teaching Load Distribution

Term-1 (UG) Academic Year 2019-20
S. Name of the Staff Year Subject Th. | Pr. | Tu. | Proj | Semi Total
No. Load (Hrs)
1 Dr. P. J. Shah TE PE 03 06 21
FE BEEE 02
BE Project-1 02
TE Minor Proj-1 06
BE Seminar-I1 02
2 Dr. P. V. Thakre TE S&S (PEC-I) 03 22
SE ECA 03 06
BE Project-1 02
TE Minor Proj-1 06
BE Seminar-I1 02
3 Mr. V. S. Pawar BE IEE 03 06 21
FE BEEE 02
BE Project-1 02
TE Minor Proj-1 06
BE Seminar-I1 02
4 Mr. M. M. Ansari SE EM/C-1 03 06 22
BE EAC (IDE) 03
BE Project-1 02
TE Minor Proj-1 06
BE Seminar-I1 02
5 Mr. S. M. Shembekar TE PS-1 03 06 22
BE PSOC 03
BE Project-1 02
TE Minor Proj-1 06
BE Seminar-I1 02
6 Mr. D. S. Patil BE HVE 03 06 22
TE EM (OEC-I) 03
BE Project-1 02
TE Minor Proj-1 06
BE Seminar-I1 02
7 Mr. N.S. Mahajan BE IDC 03 06 22
TE EMF 03
BE Project-1 02
TE Minor Proj-1 06
BE Seminar-I1 02
8 Mr. A. S. Borole SE(M)A | EDC 03 10 26
BE RES (IDE) 03
BE Project-1 02
BE Seminar-I1 02
TE Minor Proj-1 06
9 Ms. A.N. Salunkhe FE BEEE 02 06 01 13
TE PS-1 04*
10 | Mr. B.D. Darkonde SE EW 01 06 12
SE(MM)B | EDC 03 02
11 | Ms. T.D. Patil TE PE 04* 08
BE IDC 04*
12 | Ms. V.P. Mahajan SE ECA 04* 10
TE EDL 06
13 [ Mr. S.N. Joshi FE BEEE 02 06 01 13
BE IEE 04*
14 [ Ms. P.R. Chauhan SE IOM 03 07
SE EM/C-1 04*
Total Load 57 | 102 | 02 64 16 241







S.S.B.T’S College of Engineering & Technology, Bambhori, Jalgaon
Department of Information Technology
Load Distribution (Term-I) 2017-18

Sr. . . . . Total
No. Staff Name Designation Class Subject Theory Practical Load
SE.IT 00T 3 2*3=6
1 Dr. U. S. Bhadade Professor BE IT PrOJept & _ N 13
Seminar
SEIT SS-IIT -- 2%3=6
* =
2 Mrs. A. K. Bhavsar | Asso. Prof TEIT P .SEt 3 3 2748 21
BE.IT e - 4
Seminar
BE IT ERP 3
TE.IT CN 3 2*4=8
3 . Asst. Prof - 18
Mr. S. J. Patil BEIT PrOJe;t & _ 4
Seminar
SE IT DSGT 3+1(T) -
*3—=,
4 Mr. N. P. Jagtap Asst. Prof BEIT ProES & 3 27376 17
BE IT Jee - 4
Seminar
TEIT FLAT 3 --
BEIT Al 3 2*3=6
5 Mr. S. H. Rajput Asst. Prof SEIT SS-1I 1 17
BEIT | Lroject& - 4
Seminar
BE ALL | ERP & SAP 3
*3—=,
6 Mr. R. B. Sangore Asst. Prof SEIT P .ITt % 3 27376 16
BEIT LoJes - 4
Seminar
BEIT AUP 3 2*3=6
* =
7 | Mr. S.K. Singh Asst. Prof |12 1T = J.PLt = 1 2748 2
BEIT LoJes - 4
Seminar
. . TEIT SP 3 2*4=8
8 Miss. T. A. Patil Asst. Prof SEIT DSGT - 2¥3=6 17
SE IT DSM 3 2*3=6
9 Mrs. M. Rode Asst. Prof TEIT IL — 2¥1=3 17
Total | 158

e Mr. P. A Anawade Asst. Prof. of MBA department is taking POM of TE IT.

HOD IT

(Dr. U. S. Bhadade)




SSBT's College of Engineering and Technology

Department of Information Technology

Load Distribution - Term - 11 (2017-18)

. . Total
Class Theo Practical | Project
Sr. No. Staff Name Designation Subject Y ! Load

TE DBMS 3 2*2

1| Dr. U.S. Bhadade | Professor & Head 11
BE PROJECT 4
TE OOMD 3 2*4

2 | Mrs. A. K. Bhavsar | Asso. Professor SE DC 2*3 21
BE PROJECT 4
BE S 3 2*3

3 [ Mr. S. J. Patil Asst. Professor FE CP 3 2*3 22
BE | PROJECT 4
BE DWM 3 2*3

4 | Mr. N. P. Jagtap Asst. Professor SE CGM 3 2*3 22
BE | PROJECT 4
SE DC 3
TE 2*2

5| Mr. S. H. Rajput Asst. Professor DBMS 20
BE SMQA 3 2*3
BE PROJECT 4
SE co 3

6 | Mr. R. B. Sangore Asst. Professor TE oS 3 2*4 18
BE PROJECT 4
SE DS 4 2*3

7 | Mr. S. K. Singh Asst. Professor TE WPL 2*%4 22
BE | PROJECT 4
SE ADL 1 2*3 2*3

8 | Ms. Tejashri Patil Asst. Professor TE MIS 3 13
BE cC 3
SE 4 2*3 2*3

Ms. Priyanka MPMCI 13
9 | Gaikwad Asst. Professor TE E-COM 3

162




SSBT's College of Engineering and Technology

Department of Information Technology

Load Distribution - Term -1 (2018-19)

St. ) ) Class ) Theory | Practical | Project Total
No. Staff Name Designation Subject Load
1 Dr. U. S. Bhadade Professor & TE SE 3 2%3
Head - 13
BE PrOj?Ct & 4
Seminar
2 Mrs. A. K. Bhavsar Asso. Professor TE sp 3 2%3
SE OB 3 16
BE PrOj?Ct & 4
Seminar
3 Mr. S. J. Patil Asst. Professor BE CN 3 2%3
BE ERP 3 16
BE PrOj?Ct & 4
Seminar
4 Mr. N. P. Jagtap Asst. Professor BE ES 3 2%4
SE DSGT 3 18
BE PrOj?Ct & 4
Seminar
5 Mr. S. H. Rajput Asst. Professor TE FLAT 3
TE JPL 2%2
18
SE OO0P 1 2*3
BE PrOj?Ct & 4
Seminar
6 Mr. R. B. Sangore Asst. Professor BE AP 3 2%4
TE POM 3 18
BE PrOj?Ct & 4
Seminar
7 Mr. S. K. Singh Asst. Professor BE AUP 3 2%4
SE JPL 1 2*1 18
BE PrOj?Ct & 4
Seminar
8 M. R. Mahajan Asst. Professor ERP &
BE 3
SAP
TE LL 2%3 15
SE DSGT 2*3

132













SSBT's College of Engineering & Technology, Bambhori, Jalgaon

Department of Electronics & Telecommunication Engineering
Teaching Load Distribution for 2019-20 Term - |

Sr. Faculty Subjec | Theor | Prac T E. B.E.| BE. Tota
No Class Min.pro | Se | Pro
Member t y t. . . 1
. j- m. j-
1 | Dr.S.R. Suralkar SE DSD 3 4 2 2 2 13
Dr. M.P. SE(COM
2 Deshmukh P) AEC 6 4 2
SE EM 3 15
3 | Mr D. U. Adokar FE BEEE 3+,2FTU 2 2 2
TE MC 3 4 18
Mr. V.M.
4 Deshmukh TE EMW 3 2
SE(IT) SS 3
FE BEEE 8 16
5 | Mr. N.M. Kazi BE CCN 3 2 2
SE(COM
P) AEC 4
SE(IT) AEC 2
BE AE 3 16
6 | Dr.P.H. Zope BE DSP 3 6 2
TE SS 3 4 18
7 | Mr. AH. Karode BE FOC 3 8 2 2
TE BM 3 18
8 | Mr. A.C. Wani SE SSDC 3 4 2
SE EDELA 1 4
SE(IT) AEC 3 2 19
Mr. S.P. SE(COM
0 Ramteke P) 55 6 2
SE(COM
P) AEC 4
BE DSP 2
SE PL-1 4 18
10 | Mr. S.K. Khode TE PE 3 4 2
SE(IT) AEC 2
BE VLSI 3 4 18
Mrs. M. 3+2TU
11 T.Deshmukh FE BEEE T 2 4
SE IOM |3
BE VLSI 4 2 20
Total 71 78 12 14 | 14 | 189










TE Minor Project-1 | -——-- | - | - 06
BE Seminar-II | === | = | - 02
BE Project-I | - | - | - 02
FE (D) EG 03 02 01 02
BE (A) CAD/CAM 03 02 01 02
8 | Mr. P. M. Solanki TE Minor Project-I | === | == | e 06 20
BE Seminar-Il | ———- | - | eeee 02
BE Project-l | - | - | - 02
FE (A) EG 03 02 01 02
BE (B) CAD/CAM 03 02 01 02
9 | Mr. P. D. Patil TE Minor Project-I | === | = == | —mme- 06 20
BE Seminar-Il | === | - | ee- 02
BE Project-l | - | - | - 02
TE(B) HT 03 02 02 04
TE (A) ECM I e e
10 | Mr. M. V. Kulkarni TE Minor Project-I | === | = == | —mme- 06 20
BE Seminar-Il | === | - | eeee 02
BE Project-l | - | - | - 02
FE (A o F) WP 05 | - | = |
TE(A) Manufacturing 03 0 03 06
11 | Mr. A. R. Bhardwaj Process 17
BE Seminar-Il. | ——- | - | - 02
BE Project-l | - | - | - 02
SE(A) Engg. Mechanics R T e
BE(A) OR I e e
BE (A) CAD/CAM | ----- 02 02 04
12 | Mr. D. C. Talele BE (B) CAD/CAM | — 02 03 06 20
BE Seminar-Il | ———- | - | - 02
BE Project-I | - | - | - 02
TE (A) PPTD e e
BE(B) AUTO-I 03 02 04 08
13 | Dr. P.P. Bornare BE(A) AUTO-I | -—---- 02 01 02 20
BE Seminar-Il. | ———- | = | - 02
BE Project-I | - | - | - 02
SE (A) 1Ps e e
SE (B) 1Ps e e
. TE (A MD | - 02 02 04
14 | Mr. C. K. Mukherjee BE((A)) AUTOT | — 02 03 06 20
BE Seminar-Il. | ———- | - | - 02
BE Project-I | - | - | - 02
SE (A) CG 01 02 03 06
SE (B) CG 01 02 03 06
15 | Mr. A. V. Rajput BE (A) CAD/CAM | ----- 02 01 02 20
BE Seminar-Il | === | - | oee- 02
BE Project-l | - | - | - 02
TE(B) Manufacturing 03 0 04 08
Process
Manufacturing
16 | Mr. A.J. Puri TE(A) Process | 02 o1 2 1 2
TE (B) PPTD e e
BE Seminar-Il | === | - | eeee 02
BE Project-I | - | - | - 02

UG Programs- Engineering: Bio-Technology, Chemical, Civil, Computer, Electrical, Electronics & Telecommunication, Information Technology, Mechanical

PG Programs - Engineering: Computer, Electrical

- Management: MBA




BE (A) RAC 03 02 04 08
BE (B) RAC 03 | - | = | -
17 | Mr. T.G. Patil SE(B) Thermodynamics | ----- 02 01 02 20
BE Seminar-1I | == | - | - 02
BE Project-l | - | - | - 02
BE(IND) ERT 03 | - | - —
18 | Mr. A.D. Sardar BE (B) RAC | —-—-- 02 04 08 15
SE(B) Thermodynamics | ----- 02 02 04
TE (A) HT | -—-—-- 02 03 06
TE (B) HT | -—-—-- 02 02 04
19 | Mr. SM. Arbat TE (B) MD | - 02 01 02 16
FE (D) EG | - 02 01 02
FE (E) EG | - 02 01 02
FE (E) EG 03 02 01 02
FE (C) EG | ---—-- 02 02 04
20 | Mr. T.D. Tayade TE (A) D | 02 01 02 13
TE (B) MD | - 02 01 02
21 | Mr. S.B. Shaikh FE (B) EG | - 02 02 04
SE(A) Thermodynamics | ----- 02 01 02
FE (A) EG | ---—-- 02 01 02 12
FE (D) EG |- 02 01 02
FE (E) EG |- 02 01 02
Head of the Department

UG Programs- Engineering: Bio-Technology, Chemical, Civil, Computer, Electrical, Electronics & Telecommunication, Information Technology, Mechanical

PG Programs - Engineering: Computer, Electrical

- Management: MBA







BE. (A) PPE. 03 02 01 02
. BE. (B) PPE. 03 02 01 02

9 | Mr.P.D. Patil TE. Minor Project | —--—- |  -——- | - 06 20
B.E. Project-l | ~——- | - | - 04
TE. (A) PE. 03 | o | o | -
T.E.(Elec) PPE. e e

10 | Mr. M. V. Kulkarni B E. (B) PPE | - 02 01 02 21
TE. Minor Project | —--—- |  -——- | - 06
B.E. Project- | - | - | - 04
FE ( ) WP e e

11 | Mr. A. R. Bhardwaj TE. (B) M.T. 03 02 04 08 19
BE. Project-l | ~——- | - | - 04
TE (A) | K & T.OM. 03 02 03 06

12 | Mr. D. C. Talele TE. (B) K. & T.OM. 03 02 03 06 22
B.E. Project-l | ~——- | - | - 04
TE. (A) LCE. 03 | - | o |
BE. (B) Auto. Engg -11 03 | - | e | -
SE. (A) M.QC. Lab. | - 02 02 04

13| Dr. P.P. Bornare SE. (B) | MQC Lab. | —— 02 02 0a | 22
B.E. (B) PPE | 02 02 04
BE. Project-l | ~——- | - | - 04
SE. (B) 1. Ecom. 03 | - | e | -
TE. (B) PE. 03 | —mm | e | e
. TE. (A) ME =~ | - 02 03 06

14 | Mr. C. K. Mukherjee TE (B) ME | — 02 01 0 22
BB.A. BB A -1 04 | - | e | -
B.E. Project-l | ~——- | - | - 04
FE. () E.G. 04 02 03 06
. TE. (A) 1.CE. 03 | - | e | eeee-

15 | Mr. A. V. Rajput FE () G | — 02 02 04 21
BE. Project-l | ~——- | - | - 04
TE. (A) MT. 03 02 04 08

16 | Mr. A. J. Puri TE. (B) ME. 03 02 02 04 22
B.E. Project-l | ~——- | - | - 04
SE (A) AT. 04 02 03 06

17 | Mr. T.G. Patil SE. (B) AT 04 02 02 04 22
B.E. Project-l | ~——- | - | - 04
S.E. (B) AT [ - 02 01 02

18 | Mr. A.D. Sardar BE. (A) PPE | - 02 03 06 14
BE. (A) MV. | 02 03 06
FE () EG | -——- 02 02 04

19 | Mr. SM. Arbat FE () EG | -——- 02 02 04 14
B E. (B) MV, | - 02 03 06

UG Programs- Engineering: Bio-Technology, Chemical, Civil, Computer, Electrical, Electronics & Telecommunication, Information Technology, Mechanical

PG Programs - Engineering: Computer, Electrical

- Management: MBA




TE. (B) ME | — 02 01 02
SE. (A) FM&FM | — 02 02 04

20 | Mr.T.D. Tayade SE. (B) FM&FM | — 02 02 04 | 12
TE.B) | K & TOM. | — 02 01 02
BE (A) | FEA &ST | — 02 03 06

21 | Mr. S.B. Shaikh BE (B) | FEA &ST. | — 02 03 06 | 14
TE.(A) | K & TOM. | — 02 01 02

Head of the Department

UG Programs- Engineering: Bio-Technology, Chemical, Civil, Computer, Electrical, Electronics & Telecommunication, Information Technology, Mechanical

PG Programs - Engineering: Computer, Electrical

- Management: MBA






























































































































































































MOODLE as Learning Management System

In accordance with trends in e-Learning, the institute has setup Modular Object Oriented
Dynamic Learning Environment (MOODLE) as Learning Management System (LMS). LMS
helps the faculty members deliver learning materials online to the students. It facilitates the
students for self-learning and as well for slow learners.

Digital Library

In order to make information more available, the institute has setup Digital Library as digital
repository of project reports and research publications. The Digital Library opens new
learning opportunities for the students and staff in their area of interest, irrespective of their
branch or discipline.

Shram Sadhana Research Promotion Scheme (SSRPS)

To promote research, the institute has started Shram Sadhana Research Promotion Scheme
(SSRPS) through which funds are provided to the faculty members for their innovative
research projects. Under the scheme, the institute provides all sorts of facilities and support
including motivation to the researchers for smooth progress and implementation of research
projects.

Shram Sadhana Scholarship Scheme (SSSS)

Though the institute is self-financed, it offers fee relaxation and scholarship to students under
the scheme Shram Sadhana Scholarship Scheme. The scheme empowers the students coming
from socio-economically weaker sections of the society.

Shram Sadhana Innovation and Entrepreneurship Development Center (SSIEDC)

To facilitate entrepreneurship qualities and research culture among the students, the institute
has setup Shram Sadhana Innovation and Entrepreneurship Development Center (SSIEDC).
Under SSIEDC the institute provides financial assistance to five innovative students’ projects
every year. The institute organizes Entrepreneurship Awareness Camps under SSIEDC for
students. The objective of the same is to create awareness among students about various
facets of entrepreneurship as an alternative career option.

Add-on Courses

To bridge the curriculum gap as per the requirement of industry, add-on courses are
organized for the students in every semester. These value-added courses which supplement

the primary course that students pursue are based on job-oriented, skill development etc.
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